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ABSTRACT

This paper describes the VIS processing function (VIS PF) of the Euclid ground segment pipeline, which processes and calibrates raw data from
the VIS camera. We present the algorithms used in each processing element, along with a description of the on-orbit performance of VIS PF,
based on performance verification (PV) and Q1 data. We demonstrate that the principal performance metrics (image quality, astrometric accuracy,
photometric calibration) are within pre-launch specifications. The image-to-image photometric scatter is less than 0.8 % and absolute astrometric
accuracy compared to Gaia is 5 mas. Image quality is stable over all Q1 images with a full width at half maximum (FWHM) of 0 .′′16. The stacked
images (combining four nominal and two short exposures) reach IE = 25.6 (10σ, measured as the variance of 1 .′′3 diameter apertures). We
also describe quality control metrics provided with each image and an appendix provides a detailed description of the provided data products.
The excellent quality of these images demonstrates the immense potential of Euclid VIS data for weak lensing. VIS data, covering most of the
extragalactic sky, will provide a lasting high-resolution atlas of the Universe.

Key words. Cosmology: observations – space vehicles: instruments – instrumentation: detectors – surveys – Techniques: imaging spectroscopy
– Techniques: photometric

1. Introduction

The ESA Euclid mission (Laureijs et al. 2011), launched in July
2023, aims to significantly improve constraints of the dark en-
ergy equation of state (Euclid Collaboration: Mellier et al. 2024).
Euclid will achieve this by combining near-infrared spectro-
scopic redshifts that trace structures on large scales across cos-
mic time with optical galaxy-shape measurements that provide
information on the distribution of dark matter.

At the heart of Euclid are two instruments, VIS (Euclid Col-
laboration: Cropper et al. 2024) and NISP (Euclid Collabora-
tion: Jahnke et al. 2024), which can observe the sky simultane-
ously in the optical and the near-infrared using a dichroic beam-
splitter. The Euclid Wide Survey (EWS) Euclid Collaboration:
Scaramella et al. 2022) uses these instruments to cover the dark-
est 14 000 deg2 of the extragalactic sky, producing tens of thou-
sands of images. The shapes and positions of billions of galaxies
are extracted from these images using automated pipelines that
run in a distributed processing environment known as the ‘Sci-
ence Ground Segment’. The Euclid Deep Survey (EDS) and aux-
iliary calibration fields comprise a set of smaller sky areas that
are observed to forty times the depth of the EWS. These fields
provide an essential check for the quality of the ground segment
processing.

Euclid’s ambitious requirements place stringent constraints
on the number of galaxies that must be observed, the accu-
racy with which their shapes can be measured, and therefore
our knowledge of the telescope’s point spread function (PSF)
(see Massey et al. 2013 and Cropper et al. 2013 for an early de-
scription of how the Euclid requirements were derived). This in
turn requires a meticulous approach in data processing. This pa-

* e-mail: hjmcc@iap.fr

per describes one of the earliest stages of the ground-segment
pipeline: the set of processing elements that takes raw VIS im-
ages and produces scientifically validated and calibrated images,
on which photometric and shape measurements can be made. In
particular, we describe the algorithmic choices we have made
for each of the different instrumental effects that must be char-
acterised and calibrated. We demonstrate the performance of
each element individually where possible, as well as the mea-
sured performance on the first public release of data from the
ground segment, the Quick Release 1 (Euclid Collaboration:
Aussel et al. 2025; Euclid Quick Release Q1 2025).

2. The VIS instrument

In contrast to general-purpose observatories such as the Hubble
Space Telescope (HST), which are designed for a range of dif-
ferent science cases, the ambitious Euclid mission requirements
described above drive the entire design of the VIS camera. The
primary requirement is to have the best possible image quality
over the largest possible field of view with minimal temporal
variation. This in turn specifies the field of view of the VIS cam-
era, the pixel scale, the exposure time for each observation, the
survey duration and scheduling as well as many other aspects of
the spacecraft (Euclid Collaboration: Cropper et al. 2024).

2.1. The VIS camera and detectors

The VIS focal-plane array (FPA) comprises 36 back-illuminated
40 µm-thick charge-coupled devices (CCDs) each 4132 × 4096
pixels in size. Each pixel is 12 µm × 12 µm. At the centre of the
FPA, the pixel scale is ∼ 0 .′′1. The variation in intrinsic pixel
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size is less than 1%. There are four readout nodes (with sepa-
rate electronics), one at each corner of the CCD. The e2v device
CCD273-84 used was designed specifically for VIS. There are
51 serial prescan pixels, 29 serial overscan pixels, and 20 parallel
overscan pixels. The prescan pixels are real pixels not exposed
to light. The overscan pixels, whether serial or parallel, do not
correspond to imaging pixels and are generated by overclocking
the detector. These overscan regions enable the estimation of the
pedestal level added by the detector electronics.

The non-ionising effects of particle radiation on silicon de-
tectors has been a significant concern since the mission was
proposed. Energetic particles can produce defects in the silicon
lattice that increase the charge-transfer inefficiency (CTI). The
VIS detectors contain a charge-injection structure in the mid-
dle of the device, allowing an arbitrary amount of charge to
be introduced in a CCD, which can then subsequently be read
out (see figure 11 in Euclid Collaboration: Cropper et al. 2024).
The modelling and correction of CTI using this charge-injection
procedure is described in detail in Sect. 3.8. The presence of
the charge-injection lines means that a distortion model must be
computed separately for each quadrant. For this reason, all cal-
ibrated images (or ‘frames’) are delivered as a multi-extension
FITS (MEF) file with 144 extensions, one per quadrant. Figure 1
shows the position of each quadrant in the FPA in millimetres,
labelled with its identifier and extension number.
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Fig. 1. The layout of quadrants in the FPA. The detectors, each contain-
ing four quadrants, are arranged in a 6×6 array. The mean CCD spacing
is (1.53 ± 0.03) mm and (7.74 ± 0.06) mm in the x- and y-directions, re-
spectively.

3. The VIS processing function: corrections made
at the pixel level

3.1. Overview

The VIS PF is divided into two main functional units: a ‘calibra-
tion pipeline’ that computes the master calibration products for
each of the instrumental effects, and a ‘science pipeline’ that ap-

Non-linearity
correction

PRNU correction

Bias
correctionMaster bias

Master PRNU

Raw VIS exposures

Non-linearity model

Flagmap

Crosstalk
correction

FlagmapSaturated pixel
flagging

Crosstalk model

Cosmetic maps

Cosmic ray
flagging

BFE
correctionBFE model

Gain equalisation

Flagmap

Gain model

Fig. 2. The first elements in the VIS PF. Input calibration products are
shown on the left and output flagmaps are on the right. ‘BFE’ refers
to the brighter-fatter effect (Sect. 3.9) and ‘PRNU’ is the pixel response
non-uniformity (Sect. 3.10). We note that CTI correction is not activated
in Q1 processing due to limited radiation damage at this stage of the
mission, and therefore is not shown.

plies each of these corrections to the raw VIS data. Here we de-
scribe the calibration and correction of each of these instrumen-
tal effects in the order they are applied in the science pipeline.
Before launch, VIS PF was developed, tested, and validated by
processing highly realistic simulated raw VIS data (Euclid Col-
laboration: Serrano et al. 2024), created using the best available
ground-calibration data.

To understand the functionality required from VIS PF, it is
worth briefly describing the reference observing sequence (ROS)
(Euclid Collaboration: Scaramella et al. 2022; Euclid Collabora-
tion: Mellier et al. 2024) executed at every location in the EWS.
Each ROS consists of four dithers in an ‘S’-pattern, where VIS
and NISP observe simultaneously. At each dither, VIS takes a
566 s ‘nominal science’ exposure. The first two dithers also con-
tain an additional 95 s VIS ‘short science’ exposure, and calibra-
tion exposures fill the remaining two dithers.1 While the EWS

1As a consequence of the shutter motion, the exposure times of
560.52 s and 89.52 s for short and long exposures (reported as EXPTIME
in the image headers) corresponds to the time the shutter is fully open.
In a given image, the total exposure per pixel varies over the field of
view. See Sect. 4.4 for more details.
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comprises a single ROS at each pointing, the EDS fields are vis-
ited at least 40 times in a manner similar to the EWS at a range
of roll angles. The VIS PF must therefore provide calibrations
for both the nominal and short-science exposures.

A brief note on terminology: the term ‘processing element’
(PE) refers to a sub-element of the VIS PF . Normally, the scope
of a given processing element is limited. The term ‘processing
function’ refers to the ensemble of PEs that makes up the entire
pipeline. In our case, VIS PF refers to the sequence of PEs that
comprise the VIS processing pipeline.2 We note here that the
principal client processing functions for VIS PF are the shear
processing function, ‘SHE-PF’, which measures shapes on indi-
vidual VIS images, and the MER processing function (MER PF)
(Euclid Collaboration: Romelli et al. 2025, which combines data
from Euclid instruments with external data. MER PF takes as
input from VIS PF the calibrated images described here and an
associated PSF model.

In operations, the main VIS PF science pipeline
(VIS_ProcessField) is run on every raw science VIS
exposure. It applies all the instrumental corrections in the order
described below. This pipeline must be robust against bad or
incomplete data, and it must also flag data so downstream PFs
can apply selection functions if needed. Additionally, given
the large number of VIS exposures arriving each day (around
156 during nominal wide-survey acquisitions), data must be
processed quickly. This is because downstream PFs also have
significant computational requirements, and the ground segment
must be able to process all data from a given day’s observations
before the next day’s data arrive.

The VIS PF is large and contains many processing elements.
In the interests of simplicity, we divide the processing function
into three sections. In the first part, described in this section and
shown schematically in Fig. 2, pixel-level corrections are car-
ried out on the individual quadrants. In general, each quadrant is
treated independently. Next, as described in Sect. 4 and shown
schematically in Fig. 7, catalogues are extracted from the pro-
cessed quadrants and are used to compute the astrometric and
photometric solutions. This stage provides the calibrated expo-
sures that are used by SHE and MER processing functions. In
the final stage, described in Sect. 5 and shown in Fig. 14, we
combine the individual calibrated frames from a ROS to make a
stacked image.

3.2. VIS LE1 processing

Although not strictly part of the VIS PF, for completeness we
provide here a high-level summary of the software we devel-
oped to assemble the raw data from the VIS camera into MEF
files, the VIS ’Level 1’ or LE1 processor. This software runs
at the Science Operations Centre (SOC) and unpacks the com-
pressed raw data transmitted from the spacecraft into a MEF file
with 144 extensions. The image metadata is processed from ei-
ther the raw VIS data or other general housekeeping telemetry,
and placed into the FITS headers with specific keywords. The
primary header of the MEF contains information specific to the
whole image, such as the observation date, image acquisition pa-
rameters, instrument temperatures, and spacecraft pointing and
attitudes. The header of each extension does not contain much
information at this stage, apart from a few quadrant-specific pa-

2In Euclid terminology, ‘OU-VIS’ refers to the organisational unit
that encompasses the VIS processing. It is responsible for defining the
algorithms implemented in the VIS PF and the validation of their out-
puts.

rameters and the data compression ratio for the quadrant. It also
contains a preliminary astrometric solution based on the com-
manded pointing values, RA, Dec, position angle (PA), and the
FPA geometry (pixel size, dimensions, and layout of the detec-
tors).

3.3. Bad pixel flagging

It is paramount for downstream processing functions that VIS PF
can correctly indicate the characteristics of each pixel in the in-
dividual calibrated frames. For this reason, each VIS calibrated
image is accompanied by a flag (FLG) FITS file. Each pixel of
this image is coded based on the processing during the VIS PF ;
a full description of the meaning of these flags is found in Ap-
pendix A.1. Below, we provide a brief overview of the primary
artefacts identified in the images:

– Analogue-to-digital converter (ADC) limit. Data in VIS
raw frames are integers produced by 16-bit ADCs that have
an output range from 0 to 65 535 analogue-to-digital unit
(ADU). Any pixel at this maximum value is flagged as in-
valid because its actual value can be above this limit.

– Saturated pixels. Blooming can occur in thick CCDs (such
as those used in VIS) when the charge is still below the full-
well capacity of the CCD creating a similar effect as satura-
tion bleeding. Above the blooming threshold, the charges in
a pixel begin to overflow in the neighbour pixels in the same
column. The value of this blooming threshold is different
for each quadrant, and must be determined. The blooming-
threshold calibration involves the computation of the pho-
ton transfer curve (PTC), which is the relationship between
the signal and its variance. Pairs of flat-fields at different flu-
ences are subtracted to remove the lamp profile on the flat-
fields, then the PTC is created by computing the average sig-
nal and variance of the difference of the flat-fields in regions
of 300 × 300 pixels. Once the brighter-fatter effect (BFE)
and electronic nonlinearity are corrected (described later),
we expect the relation to follow Poisson statistics, and there-
fore the variance equals the mean signal divided by the gain.
The blooming threshold is then defined as the ADU value
above which the nonlinearity of the relation between sig-
nal and variance exceeds 5%. Blooming values range from
40 kADU to 61 kADU with a mean of 51 kADU.

– Hot and dark pixels. Abnormally bright or dark pixels are
detected in master dark and flat frames as pixels with a mean
value deviating by more than six or seven standard deviations
from the master frame mean value.

– Stitch-block boundaries. This flag indicates the bound-
aries between different ‘stitch blocks’. The photolithographic
mask used in the manufacturing of the CCD273-84 exposes
a block of 512 × 256 pixels at a time. Therefore, the mask
is applied consecutively to the whole CCD area, resulting
in blocks that are stitched together. The positions of these
blocks were identified from ground tests.

– Bad cluster and columns. In flat-field images, bad pixels are
often surrounded by a cluster of brighter or darker than aver-
age pixels. This is true for both dust particles and electronic
defects. Such clusters are detected by iteratively searching
for a minimum of three nearest neighbours to a bad pixel or
neighbour of a bad pixel, with a threshold of ±2 standard de-
viations. An entire column is flagged as bad if it has more
than 200 bad pixels in a master dark.
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3.4. Crosstalk measurement and correction

In the VIS instrument, electronic crosstalk occurs because all
twelve quadrants (four in each of the three CCDs) of the same
readout electronic block unit (ROE) are read synchronously in
parallel. The signal in each quadrant receives a positive or neg-
ative contribution from potentially all other channels within the
same ROE through undesired capacitive or inductive coupling.
This contribution is up to 5 × 10−4 times the source quadrant
signal.

This effect is more significant when the electronic compo-
nents of the quadrant channel are in proximity to another on the
ROE boards. The value of the positive or negative coupling fac-
tor for each pair of source/victim quadrants is called the elec-
tronic crosstalk coefficient. There are 12 victim × 11 source
quadrant pairs in each one of the 12 ROE blocks, which amounts
to a total of 1584 crosstalk coefficients that must be measured
and corrected for in VIS images.

To measure a crosstalk coefficient, we select unsaturated pix-
els in a source/victim quadrant pair. Pixels in the source quad-
rant must contain a high signal (more than 10 000 ADU) and
the corresponding pixels in the victim quadrant and in the other
quadrants of the ROE must belong to the sky background. Af-
ter background subtraction in the victim quadrant, the crosstalk
coefficient is measured as the linear regression factor between
the pixel values in the victim quadrant and the same pixel
values in the source quadrant. Adding more exposures adds
more source/victim pixel pair statistics and reduces measure-
ment noise.

Once the 1584 crosstalk coefficients have been estimated, the
electronic crosstalk correction in the science pipeline consists
in subtracting, for a given victim quadrant image, the image of
each source quadrant multiplied by the corresponding (positive
or negative) crosstalk coefficient.

The largest crosstalk effect in a victim quadrant is around
30 ADU from an almost-saturated source pixel. If a source pixel
value saturates the ADC (65 535 ADU), its ‘true’ value that cre-
ated the crosstalk effect is unknown, and all the corresponding
victim pixels must therefore be invalidated.

The electronic crosstalk correction in the VIS science
pipeline has two limits. First, to avoid mixing too many signals
and adding noise or correlations, the crosstalk correction is not
applied when the corresponding coefficient is under 4 × 10−5 (a
maximum effect of about 2.6 ADU). Furthermore, we found that
in addition to the linear effect currently measured and corrected,
a differential effect also exists when sharp rising or falling edges
occur in the source signal. This differential effect could amount
to approximately 5 ADU.

3.5. Bias and dark

The bias correction has two components. The first is the average
pixel value of a quadrant relative to zero. This offset is expected
to be a few thousand ADUs and is a single number per quadrant.
This offset can be considered constant during the 72 s readout,
but has a long-term time dependency, and therefore it must be
independently measured in every VIS exposure from the over-
scan pixels described above, which should not be contaminated
by any signal source apart from readout noise. A second bias
correction is made using a master bias image. This image cap-
tures the spatial, per-pixel dependence of the bias relative to the
constant offset. The master bias image is computed from a me-
dian combination of at least 60 individual offset-corrected bias
frames. These are zero-seconds, closed-shutter exposures. The

bias is an additive offset, and therefore each exposure is bias-
subtracted.

Dark frames with 325 s integration time are also taken, and
subsequently combined into master-dark frames. Cosmic rays
(CRs) detected in the individual dark frames are also used to
produce a library of real CRs that can be used to generate survey
images with simulated CRs, necessary to test the CR detection
software described in Sect. 3.7.

Finally, shortly after launch, it was discovered that VIS im-
ages are affected in varying amounts by stray light (see Sect. 5.4
in Euclid Collaboration: Mellier et al.). The master darks are
used to assess the importance of stray light for a given set of
exposures at a given solar aspect angle and telescope orientation.

3.6. Nonlinearity measurement and correction

During the CCD quadrant readout, the charge from all pixels
passes through the quadrant’s output node and readout electron-
ics. However, because of limitations of the readout amplification
chain, output digitised values may deviate slightly from perfect
proportionality to the input charge. This effect, known as non-
linearity, may be as large as a few percent at high signal levels.
Without correction, this would introduce an additional source of
error in the measurement of the PSF, as these measurements are
carried out on bright sources with high signal-to-noise ratios.
Simulations carried out before launch indicated that nonlinear-
ity should be known to better than one part in 6 × 10−4 to meet
the requirements on PSF measurement at fluences above approx-
imately 10 k e−.

Conceptually, correcting this nonlinearity effect is straight-
forward: measure the response in ADUs for a linear source of
photons. Before launch, several algorithms were tested with sim-
ulated data to make this measurement. However, due to the pres-
ence of CRs and telescope jitter, these techniques could not de-
liver the percent-level accuracy required in real data. Work in
perfecting these algorithms is still in progress.

However, during ground testing, we investigated an alter-
native technique that uses the light-emitting diodes (LEDs) of
the VIS calibration unit (CU). As described in Sect. 3.10, these
diodes are used to illuminate the FPA to calibrate the PRNU. The
linearity and photometric stability of these had not been specified
for the VIS. However, ground testing in 2021 showed that over a
one-hour timescale, the LED output varies by less than one part
in 104, indicating that this technique could be a viable method to
correct for nonlinearity. Therefore, an experiment was designed
to measure the nonlinearity during on ground testing by illumi-
nating the FPA with pulses of different length in a random order
of calibration unit LED 3 (720 nm) and then reading out a win-
dowed section of each detector. The nonlinearity of each channel
was derived by determining the deviation of the signal from a
linear function of the LED pulse time, assuming a constant LED
intensity. Above 300 ADU and until about 1000 ADU, the signal
is approximately linear. An example nonlinearity measurement
is shown in Fig. 3. The nonlinearity increases gradually to about
2%–4% until blooming or saturation sets in. The statistical error
of this measurement is below 10−4. The systematic error is driven
by the thermal stability of the LED within a single exposure, and
could amount to a few ×10−4.

These nonlinearity measurements were computed at discrete
points, as depicted in Fig. 3. When the correction is applied, the
correction factor between these points is calculated using linear
interpolation. However, no correction is applied below 300 ADU
because of high uncertainties in the calibration measurements at
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Fig. 3. Pre-launch measurements of VIS nonlinearity based on ground
testing for CCD 6-2. Each of the four lines corresponds to a separate
quadrant. Top panel: measured intensity as a function of pulse time
width. Bottom panel: linear signal divided by measured signal.

these low fluxes. We assume that the response is linear at these
levels.

3.7. Cosmic ray flagging

The LACosmic algorithm (van Dokkum 2001) is used in VIS PF
to flag CRs. However, the earliest Euclid images showed many
CRs that were only partially flagged. In nominal VIS images,
about 1.6% of pixels are flagged as CRs. The shapes of on-orbit
CRs differ significantly from pre-launch expectations. In partic-
ular, there are many ‘fat’ CRs that were initially only partially
flagged. Post-launch, to assess the best possible parameter set to
correctly flag CRs and to assess performance, we created a se-
ries of simulated images based on real CRs detected in VIS dark
frames. From these, we can assess the performance of differ-
ent algorithms using the receiver operating characteristic (ROC)
curves, which assess how well a model distinguishes between
two classes by plotting the true positive rate (TPR) against the
false positive rate (FPR) for a range of settings.

We follow the usual definition of the TPR, which is the ratio
of the number of CRs that are actually detected to the number
of actual CRs in simulation. Conversely, the FPR corresponds to
the number of pixels that are incorrectly classified as CRs. The
ratio is computed against the total number of pixels that are not
actual CRs in the simulations. False positives (FP) are instances
in which CRs are misclassified. An additional complication is
that we must minimise the number of cores of non-saturated
stars identified as CRs. After many simulations, we settled on
the following set of parameters: sigclip = 10; sigfrac = 0.4;
objlim = 20.0; cleantype = medfilter. This results in a
TPR = 78.3% and an FPR = 0.03%, star FP = 1.1% (IE < 20.0).

If more than 5% of pixels in a quadrant are flagged as
CRs, all its pixels are flagged with the CR region identifier,
CR_REGION. This way, we can mask the ‘X-ray’ pattern present
on the VIS images during Solar flares (see Fig. 21 and Sect. 5.3
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Fig. 4. Section of a VIS image (left panel) and the part of the associated
flagmap (right panel). Grey pixels in the flagmap are objects and red
ones are identified as CRs.

in Euclid Collaboration: Mellier et al. 2024). This enables other
quadrants below the threshold to be used for scientific exploita-
tion without having to discard the entire image.

3.8. Charge-transfer inefficiency

The performance of CCD imaging sensors gradually degrades
due to radiation damage. High-energy particles create defects in
the silicon lattice that trap photoelectrons from one pixel and
release them after a delay, characterised by an emission time,
τ. When this happens during readout, the electron is spuriously
delayed into the wrong charge packet, appearing as if it were
in a different pixel, and the image becomes smeared. Measure-
ments from Euclid data indicate that faint sources are (fraction-
ally) more affected than bright sources, as a constant number
of delayed electrons has a greater relative impact. This effect is
known as charge transfer inefficiency or CTI.

No correction for CTI has been applied to Q1 data. How-
ever, we are monitoring (Skottfelt et al. 2024) the growing den-
sity (ρi) of several trap species with characteristic emission time
(τi). For a bright point source (with S/N = 200 following Israel
et al. 2015) that might be used for PSF measurement far from the
readout register, our model indicates that the net effect of paral-
lel CTI at the end of May 2024 causes ∆F/F ≈ −(3 ± 2) × 10−4

fractional flux loss, and ∆y ≈ (2 ± 1) × 10−3 pixels of spurious
astrometric shift, where uncertainties are the standard deviation
between the best-fit value in every CCD quadrant. The damage
in all quadrants is growing roughly linearly over time: with addi-
tional, abrupt damage during Solar coronal mass ejections coro-
nal mass ejections (CMEs) and greater damage in the corner of
the FPA that is also most exposed to radiation during CMEs. As
the CTI ‘signal’ accumulates, these measurements are becoming
more precise, and CTI correction will be activated for a future
data release.

To monitor CTI, we use two techniques that both exploit a
facility of the CCD electronics to inject precisely known patterns
of charge.

– trap pumping (TP) works by electronically injecting a flat
image of charge into the full device, then shuffling it forward
and backwards repeatedly, using a fixed phase time (tph). If
an electron is captured by a trap with τ ≈ tph, the repeated
shuffling will produce a dipole pattern, as charge is released
into an adjacent pixel. The intensity of this dipole can be
modelled as

I(tph) = N P
[
exp

(
−

tph

τ

)
− exp

(
−

2tph

τ

)]
, (1)
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where N is the number of shuffles and P is a measure of the
‘efficiency’ of the trap, that is how likely it is to capture a
nearby electron. Since I is a function of tph, a dipole curve
can be built up by repeating the TP process using different
values of tph. By fitting this curve with Eq. (1), we mea-
sure τ and P for every trap. Doing this for the full FPA will
thus provide information about the position and emission-
time constants of the traps in the devices, supporting the CTI
correction efforts.

– acEPER tests work by injecting rectangular regions of charge
with sharp edges. We fit the trailing of electrons after each
charge-injection block into pixels that should contain zero
electrons. We model extended pixel-edge response (EPER)
trails (in both parallel and serial directions) using a non-
linear model, arCTIc (Massey et al. 2010, 2014). However,
to first order, their profile I(x) is roughly a sum of exponen-
tials

I(x) =
∑

i

ρi

[
1 − exp

(
−

tcl

τi

)]
exp

(
−

tcl

τi
x
)
, (2)

where x is the pixel number, and tcl the readout cock speed in
seconds per pixel. The prefactor in the bracket normalises the
total number of trailed electrons to Σiρi. First pixel response
is the deficit of electrons in the leading edges of each charge
injection block (in the opposite direction to the EPER trails).
These electrons are the first to encounter empty traps, and
many are captured (to eventually be released in the EPER
trail).

3.9. Brighter-fatter effect

The BFE refers to the redistribution of charge within pixels as
charge is accumulated (Downing et al. 2006; Antilogus et al.
2014). This is a consequence of the electric field of the charge;
as more charge accumulates, pixel boundaries change. This ef-
fect depends nonlinearly on flux, and therefore causes the PSF
to become larger for brighter stars. A secondary effect of the
BFE is that as flux levels increase, the variance between pixels
decreases.

To correct this effect, we compute a kernel to apply to the
data. This kernel represents the deflection field of the accumu-
lated charge for one pixel, and is represented by an 11 × 11 ma-
trix. Simulations have shown these dimensions give the correc-
tion for the BFE. The BFE kernel is the solution of the Poisson
equation with the pixel covariance as the source term. To com-
pute the pixel covariance, a series of pairs of flat fields at high
fluence with the same pointing are subtracted from each other,
to remove the non-uniform illumination resulting from the cal-
ibration lamp profile. Since the shutter is open during flat-field
exposures, the flat-field is immediately followed by a short sci-
ence exposure to enable the masking of stars and other objects
that are present in the flats. Finally, we mask allCRs and any bad
pixels. The pixel covariance must be adjusted using a zero cor-
rection, which involves modifying the central pixel value of the
covariance matrix to ensure that the total sum of all covariance
values equals zero. This adjustment is performed before solving
the Poisson equation to compute the BFE kernel.

This BFE kernel is used to correct the science image using an
iterative flux-conserving approach. First, the image is converted
to electrons and flagged pixels are ‘inpainted’ (where their val-
ues are replaced by nearby good pixels) to exclude them from
the correction. The image is then convolved with the kernel to

compute a ‘deflection potential’. At each iteration, the algorithm
calculates the required pixel-to-pixel flux transfers from the gra-
dients of this potential. Flux is conserved by ensuring that any
charge redistributed from one pixel is added to nearby pixels ac-
cording to the kernel’s deflection field. This creates a correction
image that is then added to the original to redistribute charge
based on the BFE kernel. This procedure is repeated until the
absolute difference between successive iterations drops below
10−6. The image is the converted back to ADUs and inpainted
pixels restored to their original values.

The photometric impact of the BFE correction on stars is
shown in Fig. 5. Without BFE correction, the PSF core is broader
for brighter stars. Consequently, in an aperture smaller than the
scale at which the BFE is important, the flux ratio of identical
stars in short and nominal exposures is smaller for brighter stars,
as shown on the top panel of Fig. 5 from the ratio of the flux of
the brightest pixel. This effect is visible mainly for stars with IE <
19, and is not significant after BFE correction (bottom panel).

Figure 6 shows the impact of BFE correction on the PSF
model derived with PSFex (Bertin 2011, see also Sect. 4.3) in
terms of the Gaussian FWHM (left panel) and size in all quad-
rants before and after correction. To quantify the size, we rely on
the squared radius R2, as defined in equation (1) of Massey et al.
(2013), based on the second moment method. More specifically,
the quadrupole moments Qi j are computed after weighting with
a Gaussian function with σ = 0 .′′75. The squared radius R2 is
then given by

R2 = Q11 + Q22 , (3)

and it is compared to R2
ref that is the size of a Gaussian pro-

file with a FWHM of 0 .′′2. While this correction decreases the
FWHM, it leaves the PSF size unchanged on average, since this
metric provides information on the PSF at scales larger than the
BFE correction. However, the correction still reduces the spatial
variations on the FPA (the standard deviation across all quad-
rants is smaller).
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Fig. 5. Effect of BFE correction on the difference of the surface bright-
ness of the brightest pixel of stars in nominal versus short exposures as
a function of VIS magnitude in an aperture of 13 pixels or 1 .′′3 diameter.

3.10. Pixel response non-uniformity

The pixel-response non-uniformity (PRNU) is defined as the rel-
ative response of a pixel compared to the average of its neigh-
bouring pixels. Larger pixels created by small variations in the
photolithographic mask used for fabrication will have a larger
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response. The intrinsic and processed conditions of each pixel
will also contribute to response differences. In Euclid detectors,
the amplitude of this pixel-to-pixel variation is around 1%. The
PRNU correction (using a flat-field image) attempts to remove
the differential pixel-to-pixel response. Because the PRNU is
both wavelength- and fluence-dependent, it is measured by il-
luminating the FPA with LEDs of four different wavelengths
(573 nm, 592 nm, 638 nm and 697 nm) and three different flu-
ences (10, 25, and 40 kADU). During this procedure, the shutter
must be open so that the LED can illuminate the FPA, and con-
sequently astronomical objects also appear. Therefore, for each
fluence level, around 10 to 30 dithered exposures are taken.

When producing each master PRNU flat, each quadrant is ex-
amined for artefacts. All frames are corrected for crosstalk, bias,
and nonlinearity. The shape of the illumination and the back-
ground is assumed to be stable to within the shot noise of the
LED illumination. The master PRNU flat at each fluence is pro-
duced from a clipped combination of the individual exposures
and divided by the illumination profile (fitted as a spline sur-
face). This procedure works well except at the 10 kADU flats
where some pixels from objects may remain. With this proce-
dure, one master PRNU flat is produced for each combination
of LED and fluence. The final cosmetic flagmap is a logical ‘or’
combination of all the individual master PRNU flagmaps for all
wavelengths and fluences. The final ‘small-scale’ flat correction
is the average of the four 10 kADU master PRNU flats per wave-
length. Finally, since the PRNU is a multiplicative effect, it is
corrected by dividing each image by this small-scale flat.

3.11. Background estimation

We compute the background for each VIS calibrated frame using
the NoiseChisel program of GNU Astronomy Utilities (ver-
sion 0.16; Akhlaghi & Ichikawa 2015) on each quadrant. By ap-
plying an initial threshold below the sky level and using mathe-
matical morphology operators like erosion and dilation, this can
detect very faint signal in the images and provide a very accurate
estimate of the background (defined as the mean of pixels out-
side sources). This is especially important to preserve the low
surface brightness signal in the stacked images and not over-
subtract them as background. One particular point that needed to
be addressed when running NoiseChisel on Euclid data is the
extremely high density of CRs in some frames. To address this,
all pixels flagged as CRs are set to not-a-number (NaN) before
background estimation. NoiseChisel can ignore NaN-valued

pixels during operation, which allows us to make a sufficiently
accurate estimate of the sky background even when the CR den-
sity was extremely high (15% of detected CR pixels).

Since the EWS continuously covers the sky, some VIS quad-
rants may see considerable signal, such as when imaging a
large galaxy or cirrus cloud. This prevents NoiseChisel esti-
mating the background to the desired precision. In such cases,
NoiseChisel is run a second time with less restrictive run-time
options. If the signal is so strong that the quadrant contained
insufficient noise, the SExtractor background map is used in-
stead. Consequently, there is some over-subtraction in the inner
regions of objects that are larger than one quadrant. This prob-
lem will be addressed in future versions of VIS PF. Fortunately,
such bright objects are rare and for most of the sky this strategy
of a multi-tier NoiseChisel background estimation produces
high-quality background maps and stacked images.

4. The VIS processing function: astrometric and
photometric calibrations

4.1. Introduction

At the second level, quadrants are gathered and processed to-
gether, as illustrated in Fig. 7. Next, a series of calibrations are
applied. The output products from this part of the processing
chain comprise the Q1 data products.

Background
estimation

Astrometric
calibration

Photometric
calibration

Calibrated exposures
and source catalogues

Photometric
catalogue
extraction

Distortion model

Zero point reference

Illumination correctionIllumination model

Background map

Reconstructed
pointing

Ghost
flaggingGhost model Flagmap

Source
extraction

PSF model

Gaia catalogue

Gaia catalogue

Fig. 7. Photometric and astrometric calibration and catalogue extrac-
tion. In this intermediate stage of the VIS PF, many operations take
place at the catalogue level. The output products from this stage corre-
spond to the data products that have been delivered for the Q1 release.

4.2. Gain equalisation

In VIS PF, we deliver images in ADUs. Each quadrant has a
slightly different gain and so the final step is this part of the pro-
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Fig. 8. PSF comparison. Left panel: The VIS PSF model delivered in
Q1 in one quadrant, measured in the self-calibration field with PSFex at
the VIS pixel scale. Right panel: a Gaussian PSF with a FWHM of 0 .′′2.
The red dashed circles indicate the PSF size defined from the second-
moment method, described in the text.

cessing function is to apply a correction factor to equalise the
gains. For Q1, the gain level is 3.48 e− ADU−1. The correction
factor is computed simply from the ratio of the individual detec-
tor gains and this reference gain.

We determine the gains for each quadrant from a series of
nine pairs of 1 kADU flats. The difference images of each pair
are combined with a clipping algorithm. Then, for each quad-
rant, we compute the gain as the average flux divided by half the
variance of the pair difference in tiles of 300 × 300 pixels. The
final gain is computed as an average over all tiles.

4.3. Point spread function characterisation

The highly detailed PSF model required for Euclid’s shear mea-
surements is provided by the shear-measurement processing
function (SHE-PF). In VIS PF, however, we derive a simpler
model for monitoring and internal quality control purposes, re-
ferred to as the VIS PSF model. It does not consider the chro-
matic dependence of the PSF. This model is used by MER PF
for photometric measurements on VIS images.

The VIS PSF is estimated using PSFex (Bertin 2011), which
takes as input star positions and image stamps. The latter are 21
pixels wide, extracted with SExtractor around the windowed
star centroids on short exposures of the monthly visits of the
self-calibration or ‘self-cal’ field (Euclid Collaboration: Mellier
et al. 2024). This field is located in the Euclid Deep Field North
at 17h 55m 15s, 65◦ 17′ 8′′ and has a sufficiently high stellar den-
sity to monitor a range of instrumental effects, including PSF
measurements.
PSFex optimally combines the input source images to en-

hance the PSF. More precisely, it iteratively computes the PSF
model based on the star images, compares the images to the
model reconstructed at the star position, and excludes the de-
tections that are too discrepant with respect to the model. The
output of PSFex is a PSF vector that encapsulates the spatial
variation of the PSF across each quadrant, and in turn allows us
to reconstruct the PSF model at any position. We assume here
a second-order polynomial spatial variation of the PSF, mod-
elled independently for each quadrant. Figure 8 shows the VIS
model PSF in one quadrant compared to a Gaussian kernel with
a FWHM of 0 .′′2.

We compute the size, ellipticity, and FWHM of the model
PSF to monitor its evolution with time and its variations across
the FPA. First, the PSF centroid is determined iteratively, af-
ter weighting the PSF stamp with a Gaussian function having
σ = 0 .′′75. The FWHM is calculated as the azimuthal average of

Q1
 V

IS
-P

SF
04

/2
4

06
/2

4
08

/2
4

09
/2

40.12

0.14

0.16

0.18

FW
HM

 [a
rc

se
c]

requirement
goal

Q1
 V

IS
-P

SF
04

/2
4

06
/2

4
08

/2
4

09
/2

4

2.0

2.5

3.0

3.5

4.0

R
2 /R

2 re
f

Q1
 V

IS
-P

SF
04

/2
4

06
/2

4
08

/2
4

09
/2

40.00

0.05

0.10

0.15

el
lip

tic
ity

Fig. 9. Stability of FWHM, size, and ellipticity of the VIS PSF model
measured in the self-cal field. The red marker indicates the measure-
ment on the Q1 VIS PSF model. The values are measured in each quad-
rant, and then averaged, and the error bars indicate the dispersion of
the measurements across the quadrants. The thick red dashed lines cor-
respond to the mission PSF requirements (Euclid Collaboration 2013).
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Fig. 10. Variations of ellipticity (left panel) and size (right panel) of the
VIS PSF model across the FPA.

the width of the PSF at half maximum. Similarly to the squared
radius R2 defined in Eq. (3), the measurement of the ellipticity ϵ
is based on the second-moment method, after weighting with a

Gaussian function with σ = 0 .′′75, and is given by ϵ =
√
ϵ21 + ϵ

2
2 ,

with

ϵ1 =
Q11 − Q22

Q11 + Q22
, ϵ2 =

2Q12

Q11 + Q22
. (4)

Each month, a series of observations are made in the self-cal
field. Here, a carefully chosen set of dither patterns ensures that
each source is observed at various locations across the FPA.

The Q1 PSF model has been calibrated on data from
March 2024 self-cal observations, immediately after the first de-
contamination campaign. Figure 9 shows the time variations of
these metrics and compares them to the top-level mission re-
quirement of Euclid (red dashed line). At the level of accuracy
needed in VIS PF, these metrics are very stable, and meet the
mission requirements. The FWHM and ellipticity are compara-
ble to those estimated with PSFex in the Early Release Obser-
vations (see e.g., Cuillandre et al. 2024; Massari et al. 2024). In
particular, the FWHM of the Q1 PSF model varies from 0 .′′157
to 0 .′′164 depending on the quadrant, with a mean over all quad-
rants at 0 .′′158 and standard deviation of 0 .′′001. We note that due
to undersampling, the PSF model estimated with PSFex is gen-
erally slightly larger and rounder. Figure 10 shows the variations
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of size and ellipticities over the FPA. These spatial variations are
relatively stable in time.

4.4. Illumination correction

In successive exposures, an identical object placed at different
locations across the VIS FPA will not have the same measured
flux. The main cause of this effect is that the VIS shutter unit
takes 2.7 s to open and close, which leads to a left-to-right gradi-
ent in measured fluxes. Because the shutter motion time is fixed,
this means there is a roughly 6% left-to-right flux difference in
short exposures and 1% flux difference for nominal exposures.
Other factors leading to throughput variations across the FPA
can include variations in optical elements such as mirrors, quan-
tum efficiency variations between and within detectors, and er-
rors in the gain estimation for each quadrant. The overall error in
the uncorrected magnitudes is on the order of 0.05 magin nom-
inal exposures. This implementation described here is based on
code and algorithms developed for the near-infrared processing
function described in Euclid Collaboration: Polenta et al. (2025).

This large-scale flat field is derived from regular observa-
tions of the self-cal field (Sect. 4.3) by minimising the differ-
ence between the measured magnitudes of stars at all positions
for 15 000 unique stars. Because the amplitude of the effect is
small, creating the purest sample of unsaturated stars is essen-
tial. The large-scale flat pipeline takes as input SExtractor ref-
erence catalogues constructed using a PSF generated by running
PSFex on the self-cal field (for the Q1 observations). We use the
following selection criteria:

spread_model |SPREAD_MODEL| < 0.005 ;
Ellipticity ELLIPTICITY < 0.05 ;

Flags FLAGS == 0 ;
Signal-to-Noise S/N > 80 .

(5)

The spread-model parameter (described in Section 3.2.7
in Desai et al. 2012) measures the amount by which the light
profile of an object differs from a point source and can be used
to robustly select point-like sources, see Fig. 16.

The large-scale flat provides characterises the relative illu-
mination in a coarse grid of 3 × 3 tiles per quadrant. It is de-
rived separately for short nominal exposures to account for the
shutter effect on the effective exposure time. The final product
of this calibration is a coarsely binned map of the FPA that con-
tains a multiplicative correction that can be applied to all images,
known as the ‘large-scale’ flat.

In Fig. 11 we show the large-scale flat correction derived for
nominal and short exposures estimated from a combination of
three successive visits of the self-cal field (taken on 10th June,
18th June, and 19th July 2024, respectively). In the left panel, the
effect of the shutter movement on the measured signal is evident.
For the nominal exposures in the right panel, the effect is less
pronounced, as the ratio of the shutter movement time to the
exposure time is correspondingly smaller and partially cancelled
by the illumination in Euclid’s off-axis optical design (Euclid
Collaboration: Mellier et al. 2024).

4.5. Astrometric calibration

The astrometric calibration begins with extracting a Gaia DR3
reference catalogue (Gaia Collaboration et al. 2023), which over-
laps every VIS exposure footprint. Gaia sources with five- or
six-parameter astrometric fits are moved to the epoch of each

VIS exposure, considering their proper motions and parallaxes.
In addition, stellar aberration is incorporated using the space-
craft’s orbital data added to the image headers by the ESA’s mis-
sion operations centre. VIS catalogues are extracted from each
image using SExtractor and bright, unsaturated stars are se-
lected with 18.5 < IE < 22 and 16.7 < IE < 22 for nominal and
short exposures, respectively.

To characterise the detector layout and distortion, an approx-
imate initial world coordinate system (WCS) is available in the
image header. This initial model is just the layout of the quad-
rants in the FPA, derived from the ‘as specified’ values in the
mission database. It does not contain any rotation or distortion.
This is typically sufficient to map pixel coordinates to equatorial
ones to within a few arcseconds. This initial WCS means a posi-
tional cross-match between the VIS catalogue and the reference
star catalogue is relatively straightforward.

Next, an initial model of the focal-plane layout and distortion
(‘FPA model’) is fitted using a least squares algorithm. From
here, an iterative process is adopted, involving rematching be-
tween the VIS and reference catalogues (with stricter require-
ments), leading to an improved FPA model. This process is re-
peated until either the required astrometric precision is attained,
the reference source list does not change, or a set number of it-
erations is reached.

An FPA model is a nearly complete WCS, since it comprises
reference pixel locations, a linear distortion matrix (CDi_j), and
Simple Imaging Polynomial (SIP; Shupe et al. 2005) distortion
coefficients. The only difference with a standard WCS is that
we use the individual detectors’ centres for the reference-pixel
coordinates instead of the centre of the FPA. This choice avoids
large positional offsets and minimises the reduction in SIP model
sensitivity that would occur if the FPA centre was used.

It is desirable to characterise detector distortion separately
from WCS fitting, since not all exposures are expected to con-
tain sufficient astrometric reference stars to measure the distor-
tion with the required precision. SIP was adopted since it models
distortion as a function of detector coordinates, which are static
with respect to the expected sources of distortion. This contrasts
with TPV,3 which models distortion as a function of intermedi-
ate world coordinates, which is typically better suited to ground-
based observations.

To compute the WCS for a given VIS exposure requires a
previously computed FPA model that provides the basic detector
layout and distortion model in the spacecraft-centric reference
frame. The preliminary spacecraft pointing position and PA are
used to produce an initial WCS from the FPA model, and these
are used to generate preliminary sky positions for the detected
VIS sources. These are then cross-matched to the reference cat-
alogue, and the pointing and PA are then fitted using the least
squares method. The process of cross-matching and pointing and
position-angle refitting is repeated until either the required astro-
metric precision is attained, the reference source pool is static, or
a set number of iterations is reached.

This procedure produces a WCS that maps detector coordi-
nates into equatorial coordinates in the spacecraft-centric refer-
ence frame. The conversion to a WCS that maps to International
Celestial Reference Frame (ICRF) coordinates is performed nu-
merically using the spacecraft geocentric position and velocity.
In the last step, the SIP WCS is converted to the more commonly
used TPV convention and these WCS keywords are written to

3https://fits.gsfc.nasa.gov/registry/tpvwcs/tpv.htm
l
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Fig. 11. VIS large-scale flat for short exposures (left panel) and nominal exposures (right panel). The detector quadrants are easily discernable.
This large-scale flat is computed by combining three successive visits of the self-cal field. For short exposures, the shutter effect on the measured
signal is evident. The large-scale flat also corrects differences in the quantum efficiency and residual inaccuracies in the gain calibration, clearly
visible for some quadrants.

each of the 144 image headers (one per quadrant) in the cali-
brated frames.

Figure 12 shows the difference between sources from the
Gaia DR3 astrometric catalogue propagated to the Euclid Q1
observation epoch and sources on one of the Q1 images. The
width of the distributions – measured as the median absolute de-
viation – is approximately 5.5 mas and 5.7 mas for RA and Dec,
respectively.
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Fig. 12. Astrometric residuals in a single image of the Q1 release. We
show the difference between the position of Gaia sources propagated to
the Euclid observation epoch. The width of the histograms, expressed
as the median absolute deviation, are 5.5 mas (RA) and 5.7 mas (Dec).
The colours represent the density of sources.

4.6. Photometric calibration

The photometric calibration process aims to produce cal-
ibrated magnitudes from instrumental magnitudes using
reference sources. The initial absolute VIS photometric
zero point calibration is computed based on 80 repeated
measurements of the primary white dwarf spectrophoto-
metric standard WDJ175318.65+644502.15 (Gaia SourceID
1440758225532172032) in short exposures in the self-cal field.
On each image, thirteen-pixel diameter instrumental magnitudes
are measured on short exposures. A curve-of-growth analysis is
used to compute the correction to total magnitudes.

WDJ175318+6445 is part of a set of faint hot white dwarfs
that were observed both photometrically and spectroscopically
with WFC3/IR and STIS (Cycle 29 and 31) on the HST. By
combining GALEX, Gaia, and the HST WFC3/IR data, the spec-
tral energy distributions (SEDs) were fit with a grid of hot white
dwarf templates. The best-fitting template was used to provide
preliminary (1 – 2% precision) synthetic VIS (and NISP) mag-
nitudes. These SEDs will be refined over the coming months by
combining the previous HST data with new STIS observations of
the stars. More details can be found in Appleton et al. (in prep.)
and Deustua et al. (in prep.). Over the course of the Euclid mis-
sion, it is expected that more calibration sources will be observed
to further improve the accuracy of Euclid’s absolute calibration,
which is directly linked to the HST CALSPEC database (Bohlin
et al. 2017).

Soon after launch, it was realised (from comparisons of
sources in the self-cal field observed at successive dates) that
telescope throughput was steadily decreasing due to the build-
up of water ice on the mirrors in Euclid’s instrument cavity.
This was expected and is common in spacecraft (Euclid Collab-
oration: Schirmer et al. 2023). A first thermal decontamination
campaign was carried out on 12 March 2024 when folding mir-
ror 3 (FoM3) and the tertiary mirror (M3) were heated to 160 K
(for the telescopic design see Euclid Collaboration: Mellier et al.
2024). This restored the throughput to levels observed imme-
diately after launch. However, the throughput rapidly dropped
once more. After a second decontamination campaign on 6 June
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2024, heating FOM3 only, the throughput returned to immediate
post-launch levels and has remained stable since.

These variations in observed throughput indicate that a single
photometric zero point is inadequate, especially when through-
put changes rapidly, such as between the two decontamination
campaigns. We therefore developed an alternative method to
compute the zero point for each exposure using a direct com-
parison with Gaia photometry.

We take G as the Gaia G-band magnitude, and GBP and GRP
are the Gaia blue and red magnitudes, respectively. The colour
term C is defined as

C = GBP −GRP − 0.3406 , (6)

where the constant term transforms to the AB magnitude system
(Oke & Gunn 1983). The VIS IE magnitude is then

IE = G + 0.1136 −
(
p0 + p1 C + p2 C2 + p3 C3 + p4 C4

)
, (7)

with

p0 = −0.00489071,
p1 = 0.405557,
p2 = −0.0256434,
p3 = −0.0627437,
p4 = 0.0204569.

These Gaia-derived zero points allow us to monitor the VIS
throughput and compute zero-points even for data that are af-
fected by ice. For Q1, the photometric calibration was com-
puted by calculating the median of all individual zero point mea-
surements from July 1st to September 1st 2024. This value (in
ADUs) is 24.57 s−1.

For nominal and short exposures, we select sources with
18.5 < IE < 19.8 and 16.5 < IE < 19.8 respectively. We use the
spread-model parameter to select point-like source as before
Sect. 4.4. For each source, object photometry is performed us-
ing 13 pixel diameter circular apertures (corresponding to 1 .′′3).
We apply a correction factor to these magnitudes to arrive at ‘to-
tal’ magnitudes which contains most of the object flux (the cor-
rection factor is computed by comparing fluxes in 13-pixel and
50-pixel apertures for non-blended stars over the FPA; it is avail-
able in the header of each image in the APERCOR keyword). The
zero-point is computed from a clipped estimate of the median
difference between these VIS instrumental magnitudes and the
predicted Gaia VIS magnitudes for Gaia stars with 0 < C < 2.5.

4.7. Ghost flagging

The dichroic mirror (Euclid Collaboration: Mellier et al. 2024)
separates visible and infrared light in Euclid. The nominal light
path of VIS is reflected at the dichroic’s front surface. A small
fraction of the photons, however, is reflected at the back surface.
The additional optical path length leads to out-of-focus ghost
images of bright stars (IE < 14) in the VIS focal plane. The at-
tenuation factor is about 10−6 over the ghost area. The ghosts are
offset a few hundred pixels from the star’s position. An example
ghost image is shown in Fig. 13.

A model of the ghost offset as a function of its source star
position in the FPA has been built using in-flight science images.
It predicts the position and brightness of the dichroic ghosts. No
attempt is made to model and subtract the ghosts themselves,
as their surface-brightness distribution is rather complicated and
chromatic. Pixels affected by a ghost are included in the image’s
flag map based on a simple flux threshold. We note that this step
can only be carried out after the astrometric solution is made.
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Fig. 13. An example of a VIS optical ghost from a bright star with IE

=5.5. The flux in the ghost pixels is around 3000–4000 ADUs above the
background.

5. The VIS processing function: stacking and
catalogue extraction

Figure 14 shows the final stage of the VIS PF. Stacked images
and catalogues derived from these stacked images are not deliv-
ered as part of Q1, but they are described here in the interest of
completeness.

Source extraction

Photometric calibration
Calibrated stack

and source catalogue

Photometric catalogue
extraction

Stack
zero point

Exposure stacking

PSF modeling

Background map

PSF model

Noise map

Calibrated
exposures

Fig. 14. The final processing elements of VIS PF that produces stacked
images and catalogues.

5.1. Stacking

In the final processing steps, individual VIS calibrated frames
and their associated weight maps are combined using the im-
age resampling and co-addition software SWarp (Bertin et al.
2002). Figure 15 shows a single VIS image (left panel) and a
stacked image, combined from six VIS images, four nominal
exposures and two short exposures (resulting in a total exposure
time per pixel of 2422 s). This stacked image has a 10σ depth
of IE = 25.6, computed as the variance of 1 .′′3 diameter aper-
tures, chosen to represent extended objects. This compares very
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favourably with the top-level Euclid requirement of IE = 24.5.
Together with the stacked image, a weight map is also gener-
ated.

We note that most Q1 papers use MER stacked tiles and cat-
alogues. These tiles are made by MER from VIS images com-
bined with an RMS map, where bad pixels are weighted accord-
ingly. The stacked images produced by VIS and described here,
covering the full FPA, are not used in the downstream process-
ing.

5.2. Catalogue extraction

We extract catalogues using SExtractor (Bertin & Arnouts
1996) from the stacked images using the PSF model and weight
map derived above.

6. Automated quality control

The VIS PF is executed on all data, even bad or incomplete im-
ages. For each VIS calibrated frame, an xml file is produced con-
taining quality assessment information, in addition to a json file
that contains fine-grained quality control information for each
of the 144 quadrants. A list of the data-quality control statistics
provided is given in Appendix B. They are described in the fol-
lowing sections.

6.1. spread_model measurements

During commissioning, the spread-model parameter was
found to be highly correlated with the presence of guid-
ing errors. In VIS PF, the FPA_spreadmodel_peak parame-
ter represents the peak of the distribution in flux_auto versus
spread_model for objects in the range

1.5 < log10

( FLUX_AUTO
FLUXERR_AUTO

)
< 2.5 (8)

where FLUX_AUTO and FLUXERR_AUTO are an estimate of the
total flux with the Kron radius (Kron 1980).

Figure 16 shows spread_model against SNR (top panel)
together with a histogram of spread_model values with the
best-fitting Gaussian overlaid in orange. The locus of unre-
solved sources at spread_model at ∼ 0 is clearly visible. Us-
ing PV data, and comparing with spacecraft housekeeping and
telemetry data, we determined that spread_model peak val-
ues above 0.002 correspond to data affected by guiding errors.
The FPA_spreadmodel_sigma is the standard deviation of the
Gaussian fit described above.

6.2. Image score

A second image quality metric, the ‘score’ is computed for
each exposure using image postage stamps extracted with
SExtractor. We compute the median sizes R2 and ellipticities
(ϵ1, ϵ2) of high-S/N stars4 across the FPA, derived from second
moments weighted by a 0 .′′25 standard deviation Gaussian aper-
ture (see Eqs. 3 and 4. We note that a smaller standard deviation
is used to mitigate the impact of CRs).

The score expresses how much these values deviate from
the typical exposure-to-exposure scatter, as determined from the

4Stars with peak fluxes at least 10% of the pixel saturation limit are
used.

fine-guidance test campaign during PV observations in Septem-
ber 2023. Because guiding errors are larger in the Y direction
than in X, the R2 and ϵ1 values are anti-correlated. The score is
computed as:

Score = V · C−1 · VT, (9)
where
V =

(
R2 − R2

ref , ϵ1 − ϵ1,ref , ϵ2 − ϵ2,ref

)
, (10)

with the reference values

R2
ref = 1.923 pixels2, ϵ1,ref = −0.02313, ϵ2,ref = 0.00273.

(11)
The covariance matrix is given by

C = 10−6

 542.2 −118.4 0
−118.4 44.88 0

0 0 5.332

 . (12)

As the VIS PSF is chromatic due to the dichroic beam splitter
and the wide VIS bandpass, when observations are made with a
population with an atypical colour distribution, the median sec-
ond moments and therefore the score will be affected. Currently,
this colour dependence is not accounted for, as the score mainly
serves to identify suspect images. All images with a score greater
than 60 undergo a quality control check. Large score values in-
dicate either a proton shower – which affects the automatic star
selection or the second moments – or a tracking failure.

6.3. Other quality control statistics

Finally, we compute several other quality control statistics. From
maps of CRs detected by LaCosmic (Sect. 3.7) we compute
FPA_max_cr and FPA_fpa_cr, which are the percentage of pix-
els flagged as CRs in the most affected quadrant and the average
percentage of CRs over the FPA, respectively. We also compute
the mean astrometric residual over the FPA, computed from the
difference between the positions of sources in the FPA with their
counterparts in Gaia DR3 propagated to the epoch of observa-
tion.

7. Q1 validation

7.1. Q1 data quality control

The Q1 release includes 852 VIS images in four fields: the Eu-
clid Deep Field North (EDF-N), Euclid Deep Field South (EDF-
S), Euclid Deep Field Fornax (EDF-F) and single pointing in the
Lynds Dark Nebula LDN1641 (“Dark Cloud”, see Euclid Col-
laboration: Aussel et al. 2025). The Q1 data release contains only
data at the depth of the EWS, except for the Dark Cloud, which
is deeper.

Applying the data-quality control flags described in Sect. 6
to the Q1 VIS data, we rejected 16 exposures (1.9 %). An
exposure is discarded if any of the following conditions are
met: (i) one of the three criteria (spread_peak, score, or
astrometric residual) is met, (ii) all quadrants are masked
by the CR_REGION flag, or (iii) the zero point cannot be com-
puted. Figure 17 shows the distribution of Q1 quality control
flags, with the dotted line indicating the threshold above which
an image is considered potentially unusable. The effect of this
image rejection procedure can be seen in the coverage map in
the bottom right-hand panel of in figure 3 in Euclid Collabora-
tion: Aussel et al. where shallower depths are a consequence of
the rejection of two images affected by guiding errors.
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Fig. 15. Part of VIS images in the Q1 data. Left panel: an individual VIS calibrated frame. Right panel: a stacked image of the same sky region,
comprising six combined VIS images (four nominal and two short) for a total exposure time per pixel of 2422 s.
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Fig. 16. spread_model values for a nominal Q1 exposure. The top
panel shows a two-dimensional histogram of spread_model against
SNR (defined as the ratio of FLUX_AUTO to FLUXERR_AUTO). The colour
scale corresponds to the density of points. The bottom panel shows
the histogram of spread_model values, with the best-fitting Gaussian
overlaid in orange.

7.2. Making the merged stellar catalogue

In this section, we consider the photometric and astrometric
characteristics of these data by analysing the 836 VIS cali-
brated frame catalogues produced by VIS PF. These catalogues
are extracted from both nominal and short exposure data. Al-
though some of these statistics presented here are computed on
an image-by-image basis as part of the normal VIS processing,
the aim is to determine the ensemble properties of the entire Q1
dataset and in particular to investigate the characteristics of ob-
jects that have been observed multiple times in separate expo-
sures.

VIS PF provides the catalogues as MEF files, each with 144
extensions, one for each quadrant. We read each quadrant and
compute the position on the VIS focal plane (x, y) in millimetres
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Fig. 17. Distribution of spread_peak, score, mean_residual and
max_cr for all the 852 Q1 VIS images. After the application of these
quality control statistics, 836 images remain.

for each source (this quantity is not present in the Q1 catalogues
but will be available in the future), as well as adding a quadrant
identifier CCD_QUADID. The final product is a single catalogue
combining all quadrants. Next, we isolate a sample of unsatu-
rated stars in both short exposures and long exposures using the
FLUX_RADIUS – aperture magnitude (in 13 pixel diameter) re-
lation. We select stars for both exposures using the following
criteria:

Selection mask: 1.0 < FLUX_RADIUS < 1.3, (13)
FLAGS = 0.

Short exposures: 16.5 < mag < 21.0, (14)
Long exposures: 18.5 < mag < 22.0. (15)

Finally, for each catalogue, these stars are matched to the
Gaia DR3 catalogue using a 0 .′′2 matching radius. Using the
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Gaia DR3 proper motions, we compute the necessary correction
to proper motion for the matching VIS stars. Next, we position-
ally merge the matched Gaia-VIS catalogues created above from
all observations into a single master catalogue. This catalogue
contains all the VIS observations for both short and long ex-
posures for each star. We apply an additional criterion that each
group must contain only objects from different CCD_QUADID and
from different exposures. The dither pattern in the EWS is large
enough to ensure that most object groups contain three or four
observations. Unless otherwise noted, all the tests described here
use only the long exposures, although we find no significant dif-
ferences with the short-science exposures.

7.3. Astrometric accuracy of the merged Q1 catalogues

Using the merged catalogue described above, for each group we
compute the mean (x, y) position and the mean astrometric co-
ordinates, (ALPHAWIN_J2000, DELTAWIN_J2000). Next, these
mean positions are binned on the focal plane in a 12×12 grid and
median residuals with respect to Gaia are computed correspond-
ing to the square root of the sum of the squares of the residuals
in RA and Dec. This is shown in Fig. 18. These residuals are
smaller than 8 mas. Over all exposures, the standard deviation
of the residuals in RA and Dec is 7 mas and 8 mas respectively.
We find that the residual field exhibits a non-zero curl. This is
because the Q1 distortion matrix has not been updated since the
PV phase. Since the Q1 processing described here, we have re-
processed larger datasets with a distortion matrix recomputed
from the self-cal field at the appropriate epochs, and the circular
pattern is no longer present.

-150 -100 -50  0  50  100  150

XFPA (mm)

-150

-100

-50

 0

 50

 100

 150

Y
F
P

A
 (m

m
)

1

2

3

4

5

6

7

8

R
esidual offset (m

as)

Fig. 18. Median absolute astrometric precision over the focal plane for
validated nominal exposure in Q1 release. Each square denotes the me-
dian difference between Gaia stars precessed to the Euclid observation
epoch and the VIS positions.

We also compute the same statistics internally, this time com-
paring the positions of the same sources on multiple exposures,
shown in Fig. 19 (note that the scale of the length of the arrows
is not the same between the two plots). We note that the registra-
tion over the separate exposures is much better than 1 mas over
most of the field.
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Fig. 19. Median internal astrometric precision over the focal plane for
nominal validated exposures in Q1.

7.4. Photometric scatter between observations

Next, using our merged catalogue, we investigate the photomet-
ric scatter between multiple observations of the same object in
the nominal exposures over all Q1 data. This is shown in Fig. 20.
The dashed blue line line shows the photometric requirement,
and the shaded background the distribution of points as a two-
dimensional histogram. For each group of observations, the rel-
ative flux error is computed as the group’s standard deviation
normalised by the group’s mean flux and plotted as the solid red
line. Over the magnitude range considered, the relative flux er-
ror in percent ranges from 0.6% to 0.7%, well within the 1%
requirement.
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Fig. 20. Photometric scatter as a function of 1 .′′3 diameter aperture
magnitudes for validated nominal exposures in Q1. The shaded back-
ground shows the number of points as a two-dimensional histogram,
with lighter-coloured regions corresponding to more objects.

As an additional check, we cross-matched the Q1 MER pho-
tometric catalogue (Euclid Collaboration: Romelli et al. 2025)
with this catalogue. We compared the mean 13-pixel diameter
aperture flux of each object in each group (corrected to total
magnitudes using the APERCOR factor described in Sect. 4.6)
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with the MER total magnitudes. At IE < 19.5 we find that these
corrected magnitudes agree with MER fluxes to within 1%.

7.5. VIS galaxy counts

Finally, Fig. 21 shows the galaxy counts for the four different
sky patches, computed using the mag_auto magnitudes ex-
tracted from the stacked images. Counts are computed in half-
magnitude bins normalized to per square degree. Galaxies were
selected from the catalogues by imposing a size (≥ 1.25 times
the PSF size) and signal-to-noise (≥ 10) requirement to mimic
the object selection for cosmic shear measurements.

The Dark Cloud region has lower counts because of heavy
dust obscuration. In the remaining three Euclid Deep Fields
(North, South, and Fornax), the galaxy counts are in excellent
agreement, with the turnover magnitudes differing slightly. The
turn-off is at fainter magnitudes where the zodiacal sky back-
ground is the lowest, or the furthest away from the ecliptic plane.
EDF-N is at the north ecliptic pole, and the ecliptic latitude is
lower for EDF-S and EDF-F.

The cumulative galaxy counts at IE = 24.5 are around
30 arcmin−2, meeting the general Euclid requirement. Our cat-
alogues can be considered complete here, given that the counts
turn over at much fainter magnitudes. We also compare with
counts computed using a special version of the COSMOS2020
catalogue (Weaver et al. 2022) where the IE flux of each source
has been computed from the best-fitting spectral energy distribu-
tion (SED) following the methods outlined in Saito et al. (2020).
The agreement is excellent, especially given that our area com-
putation does not account for area lost by bright stars or image
artifacts.

We note that in the stacked images (whether by VIS PF or by
the downstream MER PF), the survey depth varies across the im-
age, with the depth variation dominated by the number of nomi-
nal exposures. The bulk of the wide survey consists of pointings
with three or four nominal exposures. Analysis of the EDF-N
field catalogues shows that the turnover point for the three- and
four-image stack depths differs by ∼ 0.2 mag, and the EDF-N
counts in Fig. 21 lies between the three- and four-image stack
curves. This same behaviour has been observed in shallower
ecliptic latitudes with more Zodiacal light than in EDF-N.

8. Known caveats

As part of the Q1 validation process, we compared the fluxes
of identical sources in both short and nominal exposures. Fluxes
were normalised to the exposure times reported by the EXPTIME
header keyword, and then compared between short and long ex-
posures. This test indicates that the fluxes in the normalised long
exposures are approximately 2 % lower than in normalised short
exposures. As described in Sect. 4.4, the exposure time across
the FPA is non-uniform because of the shutter function. This
non-uniformity is corrected for by the respective short-exposure
and nominal-exosure large-scale flats constructed from relative
stellar photometry. However, in the Q1 dataset described here,
the absolute normalisation of the large-scale flat is the average
exposure time of the FPA, which does not consider the rela-
tive flux differences induced by the shutter. For future releases,
we will first scale the fluxes between the short and nominal
exposures to remove this discrepancy. Second, once an accu-
rate shutter-movement model is available, we will remove the
shutter-dependent exposure time variation from the short and
nominal exposures, and the flux differences will disappear.
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Fig. 21. Mean magnitude histogram of galaxy counts per square de-
gree from VIS stacks (a single pointing containing four nominal and
two short exposures). The mean is given separately for each of the sky
patches of the Q1 release, and each is an average of around 40 stacks.
The bin width is 0.5. Galaxies were selected according to a minimum
size (≥ 1.25 times the PSF size) and signal-to-noise (≥ 10). Each VIS
stack covers approximately 0.6208 deg2. The COSMOS galaxy counts
are based on estimated IE magnitudes, by fitting SEDs over all the COS-
MOS bands.

We also compared the MER photometric catalogue (Euclid
Collaboration: Romelli et al. 2025) with the calibrated frames
presented here. We compared the mean flux of each object, mea-
sured within a 13-pixel diameter aperture, of each object in each
group (corrected to total magnitudes using the APERCOR factor
as described in Sect. 4.6) with the MER total magnitudes. For
sources with IE < 19.5 we find that these corrected magnitudes
agree with MER fluxes to within 1 %. The origin of this discrep-
ancy is under investigation, but this test provides a useful upper
limit on the magnitude of the effect described above on the final
photometric measurements.

9. Conclusions

This paper presents the automatic pipeline that has been devel-
oped to process data from Euclid’s VIS camera, VIS PF. This
software computes master calibration data for instrumental ef-
fects present in VIS data and uses these calibration products to
produce science-ready data from raw VIS images. The VIS PF
also provides a detailed set of quality control parameters and
flags for each image that allows robust data selection to be made
at both the image and pixel level. We demonstrate the perfor-
mance of VIS PF on data taken during the PV phase in August
2023 and show that the principal mission requirements are met.
We describe the VIS Q1 data release, and show the excellent
quality of the processed and validated Q1 data. Images have a
highly stable 0 .′′16 FWHM and the image-to-image photometric
scatter is less than 1 %. The processed VIS images (and the asso-
ciated science papers in this Q1 data release) provide a glimpse
of the revolutionary science that these wide-field high-resolution
images will achieve.
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Appendix A: A brief description of VIS Q1 data
products

Q1 products are distributed through the Euclid Science Archive
(SAS).5 VIS Q1 products are fully described in the data product
description documentation.6 The SAS includes both processed
and raw VIS images from nominal and short exposures. Cata-
logues extracted from the calibrated frames are also provided.
Both Catalogues and images are delivered in the FITS (Wells
et al. 1981; Pence et al. 2010) format.

Appendix A.1: The VIS calibrated quad frame

In the VIS calibrated quad frame7,8 data product, three kinds of
FITS files are supplied. In each file, the quadrant arrangement
follows Fig. 1. The DET (for ‘detrended’) MEF file contains three
extensions SCI, RMS and FLG for each of the 144 quadrants. The
SCI extension corresponds to the VIS science image. Both nom-
inal and short exposures are supplied, in ADUs with a gain of
3.48 e− for each quadrant and a zero-point of 24.57 s−1.

The RMS extension is a noise map constructed by summing in
quadrature the science image photon noise and quadrant readout
noise (both in electrons), then converting the total to ADUs.9

The FLG10 extension is a quality-control image delivered as a
signed integer. The INVALID is a convenience flag that contains
most of the bad regions listed below. The code snippet below
shows how to read this file and select only object pixels suitable
for science (good_objects).

with fits.open(fits_file) as hdul:
flag_array = hdul[3].data.astype(np.int32)

# Define bad flags with their meanings
bad_flag_definitions = {

0: "INVALID", 1: "HOT", 2: "COLD",
3: "SAT", 4: "COSMIC", 5: "GHOST",
7: "BAD_COLUMN", 8: "BAD_CLUSTER",
9: "CR_REGION", 12: "OVRCOL",
15: "CHARINJ", 17: "SATXTALKGHOST",
21: "ADCMAX", 22: "NO_DATA"

}

bad_flags = sum(1 << i for i in
bad_flag_definitions) # Combine all bad
flags

invalid_flag = 1 << 0 # INVALID flag

object_flags = (1 << 18) | (1 << 24) #
STARSIGNAL , OBJECTS

# Identify pixels that are objects

5https://easidr.esac.esa.int/sas
6http://st-dm.pages.euclid-sgs.uk/data-product-doc

/dmq1/visdpd/visindex.html
7http://http://st-dm.pages.euclid-sgs.uk/data-produ

ct-doc/dmq1/visdpd/dpcards/vis_calibratedquadframe.htm
l

8We note that here we refer to the ‘VIS calibrated quad frame’;
the ‘VIS calibrated frame’ is an older data product where the different
detector quadrants are grouped into CCDs.

9The readout noise is computed separately from the median of sev-
eral thousand measurements of the standard deviation of the quadrant
serial overscan.

10http://st-dm.pages.euclid-sgs.uk/data-product-doc
/dmq1/visdpd/dpcards/vis_flagmap.html#visflagmap

is_object = (flag_array & object_flags) != 0 #
True for OBJECTS or STARSIGNAL pixels

# Identify pixels that are not marked as
INVALID

is_valid = (flag_array & invalid_flag) == 0
good_objects = np.logical_and(is_object ,

is_valid)

Listing 1. Example code to select object pixels unaffected by invalid
pixels (including a full flag list).

Finally, two additional FITS files are supplied: the weight
map and background map (indicated by WGT and BKG in the file-
name). The weight map is simply the small-scale flat (Sect. 3.10)
where all pixels flagged as INVALID are set to zero. The back-
ground file is the NoiseChisel (Sect. 3.11) background map.

Appendix A.2: The VIS calibrated quad frame catalogue

The VIS calibrated quad frame catalogue is a FITS table cata-
logue with 144 extensions produced by SExtractor. The Data
Product Description Document (DPDD) provides a complete list
of parameters that are almost all standard SExtractor param-
eters, except for calibrated flux measurements in microjanskys,
which are indicated by the suffix _CAL.

Appendix B: Image quality control statistics

Each VIS calibrated frame is supplied with an xml file that con-
tains the following quantities:

– FPA_spreadmodel_peak – the peak of the spread_model
distribution (Sect. 6.1);

– FPA_spreadmodel_sigma – the width of the
spread_model distribution (Sect. 6.1);

– FPA_max_cr – percentage of pixels impacted by CRs in the
most affected quadrant (Sect. 6.3);

– FPA_fpa_cr – average percentage of pixels flagged as CRs
over the FPA (Sect. 6.3);

– FPA_cr_regions – the number of quadrants masked by the
CR_REGION flag (the number of quadrants where more than
5% of pixels are flagged as CRs);

– FPA_mean_residual – The mean astrometric residual aver-
aged over the FPA;

– FPA_e1_med – the median value of ϵ1 of selected stars
(Sect. 6.2);

– FPA_e2_med – the median value ϵ2 of selected stars
(Sect. 6.2);

– FPA_r2_med – the median value of the R2 of selected stars
(Sect. 6.2);

– SCORE – the overall image quality score (Sect. 6.2).

Appendix C: Configuration files

For the SExtractor configuration, most parameters were kept
close to their defaults. Aperture photometry is measured in four
apertures of 7, 13, 26 and 50 pixels in diameter. DETECT_THRESH
was set to 1.5. For PSFEx, we chose BASIS_TYPE=PIXEL_AUTO
and PSF_SIZE=21,21 and fitted the PSF variation with a
second-degree polynomial with PSFVAR_DEGREES=2.
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