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ABSTRACT

The Euclid mission aims to survey around 14 000 deg2 of extragalactic sky, providing around 105 gravitational lens images. Modelling of gravita-
tional lenses is fundamental to estimate the total mass of the lens galaxy, along with its dark matter content. Traditional modelling of gravitational
lenses is computationally intensive and requires manual input. In this paper, we use a Bayesian neural network, LEns MOdelling with Neural
networks (LEMON), for modelling Euclid gravitational lenses with a singular isothermal ellipsoid mass profile. Our method estimates key lens
mass profile parameters, such as the Einstein radius, while also predicting the light parameters of foreground galaxies and their uncertainties. We
validate LEMON’s performance on both mock Euclid data sets, real Euclidised lenses observed with Hubble Space Telescope (hereafter HST), and
real Euclid lenses found in the Perseus ERO field, demonstrating the ability of LEMON to predict parameters of both simulated and real lenses.
Results show promising accuracy and reliability in predicting the Einstein radius, axis ratio, position angle, effective radius, Sérsic index, and lens
magnitude for simulated lens galaxies. The application to real data, including the latest Quick Release 1 strong lens candidates, provides encour-
aging results, particularly for the Einstein radius. We also verified that LEMON has the potential to accelerate traditional modelling methods, by
giving to the classical optimiser the LEMON predictions as starting points, resulting in a speed-up of up to 26 times the original time needed to
model a sample of gravitational lenses, a result that would be impossible with randomly initialised guesses. This work represents a significant step
towards efficient, automated gravitational lens modelling, which is crucial for handling the large data volumes expected from Euclid.

Key words. Gravitational lensing: strong, Methods: data analysis, Galaxies: elliptical and lenticular, cD

1. Introduction

Gravitational strong lensing is a rare astrophysical phenomenon
that occurs when a massive object, such as a galaxy, bends the
light coming from a background distant object. This effect is a
prediction of Einstein’s general relativity, and is an important5
tool in the study of galaxy evolution, given that a gravitational
lens can magnify distant galaxies, allowing for the detailed study
of structures in galaxies at high redshift (Coe et al. 2013). More-
over, the distortion of the background object gives information
on the properties of the deflector. In particular, when the red-10
shifts of source and lens are known, galaxy-galaxy strong lens-
ing allows us to determine with extreme precision the projected
total mass within the Einstein radius of the foreground galaxy,
without requiring any modelling a priori. By assuming a model
for the deflector mass profile, it is possible to infer more quan-15
tities related to the dark matter content of galaxies, such as the
total dark matter mass and the dark matter fraction (Koopmans
et al. 2006; Tortora et al. 2010; Auger et al. 2010; Sengül &
Dvorkin 2022), along with other properties, such as the mass
density slope and the initial mass function (Gavazzi et al. 2007;20
Koopmans et al. 2009; Treu et al. 2010; Sonnenfeld et al. 2013;
Shajib et al. 2021); finally, through gravitational lensing, it is
also possible to detect substructures of the lens galaxy (Veg-
etti et al. 2010). Galaxy-galaxy strong lensing is also a power-
ful probe of the small-scale structure of galaxy clusters (e.g.,25
Meneghetti et al. 2020, 2022, 2023).

The Euclid mission will observe around 14 000 deg2 of ex-
tragalactic sky from the Sun-Earth Lagrange point L2, surveying
of order 109 galaxies (for a description of the Euclid Wide Sur-
vey, we refer the reader to Euclid Collaboration: Scaramella et al.30
2022; Euclid Collaboration: Mellier et al. 2024, while an overall
description of the mission can be found in Laureijs et al. 2011).

Following Euclid’s launch in 2023, ESA and collaborators
initiated the Early Release Observations programme (ERO, Eu-
clid Early Release Observations 2024; Cuillandre et al. 2024a),35
targeting 17 astronomical objects, including galaxy clusters,
nearby galaxies, globular clusters, and star-forming regions, with

⋆ e-mail: valerio.busillo@inaf.it

the objective of demonstrating the telescope’s capabilities and
providing early scientific insights (Atek et al. 2024; Cuillan-
dre et al. 2024b; Hunt et al. 2024; Kluge et al. 2024; Marleau 40
et al. 2024; Massari et al. 2024; Saifollahi et al. 2024). Among
these targets, the Perseus cluster field is especially of interest
for strong lensing science, with two main projects underway:
the ERO Lens Search Experiment (ELSE), where a blind vi-
sual search of galaxy-scale strong lensing systems is carried out 45
(Acevedo Barroso et al. 2024), finding 16 lens candidates (of
which five have a convincing lens model) and a parallel search of
strong lenses via the use of neural networks (Pearce-Casey et al.
2024) aimed at testing their performance on a real Euclid field.
A similar search with neural networks in the other ERO fields is 50
carried out in Nagam et al. (2025). The first statistically relevant
sample of around 500 strong lenses in Euclid has finally been
collected with the data from the Euclid Quick Data Release 1
(Q1, Euclid Quick Release Q1 2025; Euclid Collaboration: Aus-
sel et al. 2025), which also represents the first publicly available 55
data set of Euclid Wide Survey (EWS)-like images, processed
with the same pipeline and reaching the same depth as the final
survey. Despite covering only 63.1 deg2, Q1 provides a powerful
testbed for Euclid’s lens searching capabilities, with the strong
lensing discovery engine at the forefront of these efforts (Euclid 60
Collaboration: Walmsley et al. 2025; Euclid Collaboration: Ro-
jas et al. 2025; Euclid Collaboration: Lines et al. 2025; Euclid
Collaboration: Li et al. 2025; Euclid Collaboration: Holloway
et al. 2025).

High-resolution imaging, together with a large field of view, 65
are crucial for detecting a large number of gravitational lenses.
However, the substantial amount of data coming from the mis-
sion will necessarily require automated methods for both lens
finding and lens modelling. Currently, convolutional neural net-
works (CNNs) are already used extensively in lens-finding 70
tasks, having generally good performance (Petrillo et al. 2017,
2019a,b; Metcalf et al. 2019; Cañameras et al. 2020; Li et al.
2020; Rezaei et al. 2022; Rojas et al. 2022; Nagam et al. 2024).
Instead, modelling of gravitational lenses has traditionally re-
lied on complex and time-consuming techniques that require 75
manual inputs, such as maximum likelihood and Markov chain
Monte Carlo methods (Keeton 2016; Nightingale et al. 2021a,b;
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Table 1. List of parameter ranges for the Euclid mock lenses.

Parameters Range
Einstein radius REin/arcsec [0.51, 4.44]

Axis ratio q [0.11, 1.00]
Position angle p.a./deg [0, 180]

Lens effective radius Re, lens/arcsec [0.05, 2.00]
Lens Sérsic index nlens [2.00, 8.00]
Lens magnitude mlens [13.88, 24.68]

Notes. Only position angle and Sérsic index are extracted from a uni-
form distribution. This choice has been made to avoid introducing a
prior in the training of the network. All the other parameters are ex-
tracted from non-analytic, empirical distributions derived from the Flag-
ship simulation(Euclid Collaboration: Castander et al. 2024). The cov-
erage of the parameters in the reported intervals is thus non-uniform.

Harvey-Hawes & Wiltshire 2024). The advent of machine learn-
ing has allowed for the automation and acceleration of this pro-
cess. In particular, CNNs and Bayesian neural networks (BNNs)80
have shown remarkable results in recovering lens parameters
(Perreault Levasseur et al. 2017; Pearson et al. 2019, 2021;
Schuldt et al. 2021, 2023; Gentile et al. 2023).

The main algorithm for this work is LEns MOdelling with
Neural networks (LEMON; Gentile et al. 2023), a BNN able to85
perform fast automated analysis of strong gravitational lenses.
In the original work, Gentile et al. (2023) used LEMON to es-
timate three parameters of a strong gravitational lens modelled
as a singular isothermal ellipsoid (SIE), the Einstein radius and
the two components of the ellipticity, for mock HST and Euclid90
gravitational lenses. Along with the expected values, LEMON is
also able to output uncertainties for each parameter.

In this work, we expand the results of Gentile et al. (2023),
by predicting both mass and light parameters of the foreground
galaxies in isolated galaxy-galaxy gravitational lenses, consid-95
ering a single Sérsic model for the light profile and using mock
Euclid lenses with contaminants in the image for both training
and testing. We will also verify the behaviour of both uncertainty
components and verify the capability of LEMON to generalise
to real Euclidised HST lens images.100

The paper is structured as follows. In Sect. 2 we give de-
tails on the various data sets used for the analysis. In Sect. 3 we
briefly introduce the LEMON algorithm. In Sect. 4 we describe
the training procedure, the metrics used to quantify the perfor-
mance of LEMON, and the calibration procedure for the total105
uncertainty. Section 5 is dedicated to the results of the analysis
on the simulated test set, while Sect. 6 shows the results associ-
ated with real Euclidised lenses and real Euclid lenses found in
the Perseus ERO and Q1 fields. Section 7 shows how the joint
use of LEMON and classical modelling methods could provide a110
speed up of the latter. We finally give our conclusions in Sect. 8.

2. Data

In the following, we will give details on the various data sets
used for the analysis. In Sect. 2.1, the Euclid mock lenses used
for training and testing are described. We then describe the real115
Euclidised lenses used for testing LEMON performance on real
lenses in Sect. 2.2.

2.1. Euclid mock lenses

For training and performance-testing of LEMON, we have made
joint use of 50 000 lenses ‘with companions’ (i.e., having con-120

taminants other than the main lens in the image), each of which
contributes to the projected lensing potential, and 50 000 lenses
‘without companions’. Both sets are simulated by the Strong
Lensing Science Working Group of the Euclid Consortium (Met-
calf et al., in prep.). The lens images are made by simulating the 125
Euclid visible instrument (VIS, Euclid Collaboration: Cropper
et al. 2024) camera output, at the depth of the Euclid Wide Sur-
vey. The two samples are selected to capture the full range of
environmental scenarios that may occur when observing a grav-
itational lens, including objects along the line of sight as well as 130
companion or background objects surrounding the lens system.
Separating the two sets allows us to also test whether the lack of
training on images with companions affects the recovery of the
parameters, given that the presence of companions in the image
could be mistaken by the network as part of the lensing system 135
(see App. A).

The lenses are constructed by first considering galaxies in
the Euclid Flagship simulation (Euclid Collaboration: Castander
et al. 2024), taken from a sky area of the order of 100 deg2, un-
der the requirements that the galaxy chosen is brighter than the 140
lens galaxy magnitude limit of 24 in the IE band, which is the
VIS imaging band, and categorised as a central galaxy. Cen-
tral galaxies are galaxies that are positioned at the centres of
the dark matter halos. Large halos also contain satellite galaxies,
which should not produce isolated lenses like the ones we wish 145
to model here. For each selected candidate, the apparent magni-
tude, effective radius, position angle, axis ratio and redshift are
taken from the Flagship and converted into a surface brightness
model. In general, the light model is composed of a disc and a
spheroid component, but in our catalogue, only galaxies with a 150
spheroid component are considered. This spheroid component
is represented by a single Sérsic profile. The Sérsic index is uni-
formly distributed between 2 and 8. A mass model is then chosen
by considering analytical profiles centred on each galaxy. In our
catalogue, all lens mass profiles are considered to be SIE pro- 155
files.

The mass in the lens is normalised with the ratio of dark mat-
ter to stellar mass within one effective radius. The stellar mass
and effective radius are taken from the Flagship simulation. The
dark matter fraction within one effective radius is taken to be 160
normally distributed with a mean of 0.6 and a standard deviation
of 0.1 consistent with observations (Mukherjee et al. 2022). The
axis ratio and position angle of the mass is set to those of the
light.

Once the lens galaxies have been selected, a source galaxy 165
is placed in the relative background. This increases the sample
size of lenses in the data set, in order to offset the inherent rar-
ity of ‘natural lenses’ (i.e. lenses in the Flagship simulation that
naturally have a source behind them when the image is traced
onto the observer plane). The redshift of the source is sampled 170
randomly from the following distribution:

p(z) ∝ zγe−z2/z2
0 , (1)

where γ = −0.23 and z0 = 3.06 are values found by fitting to
the COSMOS 2020 Farmer catalogue I-band number counts
(Weaver et al. 2022). The surface brightness is represented by
between one to four Sérsic profiles. To emulate some of the com- 175
plex morphologies of high-redshift sources, the number of Sér-
sic profiles, their relative brightnesses, and their positions are
generated randomly from distributions tuned by eye. Their total
brightnesses and overall sizes are based on randomly selected
sources from the Hubble Ultra Deep Field (HUDF) with similar 180
redshifts (see Meneghetti et al. 2008, 2010 for a discussion of
this sample).
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Fig. 1. Distribution of mass and light parameters for the Euclid mock lenses. Blue bars show the distribution of lenses without contaminants in the
image, while orange bars show the distribution of lenses with contaminants.

Ray-shooting through the light cones is performed, to con-
struct an image of the lens. The deflection caused by other ob-
jects along the line of sight is not included, so that the mass dis-185
tribution remains an SIE in all cases. The lens is then rejected or
accepted based on an observability criterion. This criterion seeks
to filter out lenses that would not be recognisable as lenses. It
combines the signal-to-noise ratio (S/N) in the lensed images,
the contrast between the source and lens surface brightnesses190
and the morphology of the lensed source images. More details
on the procedure are available in Metcalf et al. (in prep.).

A summary of the ranges of parameters for the mock lenses
is listed in Table 1, with the respective distributions shown in
Fig. 1. We underline the fact that, except for position angle195
and Sérsic index, all the other parameters are drawn from non-
analytic, empirical distributions derived from the Flagship sim-
ulation, so the coverage for these parameters is not uniform. In
particular, the distribution for the Einstein radius has a median
equal to 0 .′′69, while the one for the lens effective radius is equal200
to 0 .′′38. An example of some mock Euclid lens images used for
training is shown in Fig. 2.

The six parameters listed in Table 1 are the main ones that we
want to predict with LEMON (the recovery of a seventh param-
eter, the Einstein mass, is discussed in App. B). They are listed205
as follows.

1. Einstein radius, in units of arcseconds, obtained via the for-
mula

REin =
648 000
π

√
AEin

π
, (2)

where AEin is the Einstein area in square radians, defined as
the area of the largest critical curve, and the factor 648 000210
corresponds to converting π radians into arcseconds.

2. Axis ratio, defined as q = b/a, where b and a are, respec-
tively, the semi-minor and semi-major axes of the ellipsoidal
distribution.

3. Position angle, defined as the clockwise angle of the semi- 215
major axis of the ellipsoidal distribution, starting from left to
top with respect to the image, in units of degrees.

4. Circularised effective radius of the lens Re, i.e., the radius
enclosing one-half of the lens galaxy light, obtained from
the major axis effective radius Re, maj via the formula Re = 220
√

q Re, maj. We will refer to it as Re, lens in the following.
5. Lens Sérsic index, which regulates the slope of the surface

brightness profile. It corresponds to the parameter n that ap-
pears in the Sérsic profile definition

I(r) = Ie exp

−bn

( r
Re

)1/n

− 1


 , (3)

where Ie = I(r = Re) and bn is a parameter, solution to the 225
equation Γ(2n) = 2 γ(2n, bn), where Γ and γ are the complete
and incomplete gamma functions, respectively. We will refer
to it as nlens in the following.

6. Lens magnitude, defined as the apparent magnitude in the IE

band of the main lens. 230

It should be noted that, in these simulations, we implicitly
assume that the ellipticity and orientation of the mass profile of
the lens follows those of the light profile. This assumption gen-
erally holds for early-type galaxies, but outliers can be found in
real scenarios, mainly due to the presence of faint discs or ex- 235
ternal galaxies that induce a substantial external shear (see e.g.,
Gavazzi et al. 2012). This assumption can thus lead to system-
atic errors in predicting lens parameters of systems where the
mass does not follow the light profile, because the network tends
to learn to estimate the parameters from the light distribution, 240
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Fig. 2. 20′′×20′′ original VIS images of some examples of Euclid mock
lenses used for training LEMON. Top row: lenses with companions in
the image. Bottom row: lenses without companions.

rather than from the lensed image of the source, as noted in Pear-
son et al. (2019). In future works, we also plan to train on lenses
for which this assumption does not hold, as was done in Gentile
et al. (2023), albeit with more simplistic mock lenses. The origi-
nal simulated images have dimensions of 20′′×20′′, as shown in245
Fig. 2, but during the training of LEMON we create 10′′ × 10′′
cutouts of these images, centred on the lenses, in order to better
see the lens features.

2.2. Euclidised lenses

In addition to the set of simulated images, we test the perfor-250
mance of LEMON using a sample of known strong gravitational
lenses. These lenses are observed during several strong lens-
ing surveys with HST or serendipitously discovered in the HST
archive. Section 6.1 gives more details on the data set. We use
the code HST2EUCLID (Bergamini et al., in prep.) to Euclidise the255
HST images, mimicking Euclid observations of these sources at
the same depth and resolution of the EWS in the IE band.

We summarise here the procedure implemented in
HST2EUCLID. For more details, we refer the reader to Bergamini
et al. (in prep.). First, we convert the pixel values of the HST260
images from units of electrons per second (e s−1) to physical
flux densities (erg s−1 cm−2 Hz−1). We perform this operation for
all available HST images in photometric bands overlapping with
the IE passband. For the lenses in the data set used in this paper,
we use only HST observations with the Advanced Camera for265
Surveys (ACS) in the F814W band.

In the second step, we account for the Euclid PSF. Since the
input images are already convolved with the HST PSF, we do not
convolve them directly with the Euclid PSF model. Instead, we
create a convolution kernel that matches the HST to the Euclid270
PSF. Since we could not measure the PSF for each HST lens,
we use a model for the ACS observations in the F814W band
computed with the software TinyTim.1 The matched kernel for
each pair of HST and Euclid PSFs is computed with the Python
function create_matching_kernel of the Photutils pack-275
age2 (Bradley et al. 2023). We then re-bin the images from the
HST pixel grid to the correct Euclid pixel scale. The resulting
images have pixel scales of 100 mas px−1 in the IE band. The re-
binned images, expressed in units of physical flux densities, are
then converted into units of electrons per second using the Euclid280
zero point.

1 https://www.stsci.edu/hst/instrumentation/
focus-and-pointing/focus/tiny-tim-hst-psf-modeling
2 https://photutils.readthedocs.io/en/stable

Finally, we add Poisson photon noise. To accomplish this
task, we assume that the noise in the input HST background
subtracted images is negligible compared to the noise in the Eu-
clid observations. This approximation is supported by the signif- 285
icantly greater depth of the HST observations compared with the
Euclid images. We adjust the noise level to achieve the nominal
S/N of 10 for an extended source of magnitude 24.5 within an
aperture of 0 .′′65 radius expected for the EWS (Euclid Collabo-
ration: Scaramella et al. 2022). 290

3. Introduction to LEMON

LEMON (Gentile et al. 2023) is a BNN (Charnock et al. 2020), a
machine-learning algorithm that employs the feature-recognition
capabilities of a CNN to predict model parameters of a gravita-
tional lens, using Bayesian statistics to estimate the respective 295
uncertainties. The key point of LEMON is its ability, by us-
ing BNNs, to estimate the two main sources of uncertainty in
machine-learning inference applications, namely epistemic un-
certainty and aleatoric uncertainty.

– Aleatoric uncertainty: also known as statistical uncertainty, is 300
associated with the intrinsic quality of the data analysed by
the algorithm. The most common sources of aleatoric uncer-
tainty are a low S/N, corruptions in the images (e.g., masked
regions) and source blending. This kind of uncertainty can-
not be reduced with training, because it depends on the qual- 305
ity of the image being analysed.

– Epistemic uncertainty: also known as systematic uncertainty,
it is caused by a lack of knowledge about the best model.
It refers to the ignorance of the machine-learning algorithm
about a certain region of the parameter space, and hence to 310
the state of the machine rather than to the state of the im-
ages. This kind of uncertainty can be reduced with a higher
completeness of the training set.

The aleatoric uncertainty for a certain image is given as
an output by LEMON, together with the predicted parameter 315
value (for details on how the aleatoric uncertainty is predicted by
LEMON, refer to Gentile et al. 2023). The epistemic uncertainty
for an image can be obtained thanks to the dropout layers of
LEMON: by randomly switching off some connections between
the neurons of the neural network, predicting repeatedly the pa- 320
rameters associated to a single image is equivalent to sampling
from the posterior probability of the parameters. The epistemic
uncertainty can then be evaluated by measuring the standard de-
viation of this sampled distribution.

The total uncertainty for a generic parameter p can be ob- 325
tained via the following procedure (Gentile et al. 2023). For each
image, LEMON predicts the mean value, p, and the aleatoric
uncertainty, σA, for p. A value pi is then sampled from a Gaus-
sian distribution centred on p with a standard deviation equal
to σA. This is repeated N times (we used N = 50 to optimise 330
for speed), sampling the posterior distribution of the parameter
p. Finally, we compute the standard deviation of the distribution
associated with the extractions of pi, obtaining the total uncer-
tainty.

LEMON employs the ResNet architecture (He et al. 2015), a 335
deep residual network known for its success on computer vision
tasks (Russakovsky et al. 2015). The architecture of LEMON
is composed of: convolutional layers, used for feature extrac-
tion; dropout layers, to facilitate Bayesian uncertainty estima-
tion through Monte Carlo sampling; finally, a fully connected 340
layer made by 2Nparam nodes, with Nparam number of parameters
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estimated by the network. A corresponding number of aleatoric
uncertainties is estimated through the minimisation of a Gaus-
sian log-likelihood loss function, with an additional regularisa-
tion term in order to prevent overly large or small variance esti-345
mates. Technical details on the implementation can be found in
Gentile et al. (2023).

4. Methods

In this section, we will first describe the training procedure for
LEMON in Sect. 4.1. Section 4.2 is dedicated to the descrip-350
tion of the metrics that we used to evaluate the performance of
LEMON. Finally, Sect. 4.3 is dedicated to discussing the cali-
bration procedure for the total uncertainty.

4.1. Training the network

We prepare the training of LEMON by taking the full sample of355
100 000 mock Euclid lenses, both with and without companions
in the image, and splitting it into a training set formed by 80 000
lenses (equally split between companions and non-companions),
a validation set and a test set formed by 10 000 lenses each
(equally split as before). We shuffle the three sets to avoid possi-360
ble biases during learning. Differently from Gentile et al. (2023),
we use the ResNet-50 architecture (He et al. 2015) when imple-
menting LEMON. The increased number of layers with respect
to ResNet-34 should improve the accuracy in the recovery of
the parameters. Before feeding the images into LEMON, we ap-365
ply a preprocessing step where pixel values are first rescaled to
the range [0,1], and then transformed using a square root scaling
to enhance the visibility of low-intensity features.

Training is performed via stochastic gradient descent, with
a batch size of 64 images. For the optimiser, we used ADAM370
(Kingma & Ba 2015), with a starting learning rate of 10−4. To
prevent overfitting, we used both the ReduceLROnPlateau and
EarlyStopping callbacks of the keras Python library. The
former reduces the learning rate of the optimiser when no im-
provement is seen for a given number of epochs, while the lat-375
ter stops the training when the validation loss stops decreasing.
Dropout layers, needed for estimating the epistemic uncertainty,
are employed at both training and testing time, with a drop rate
of 0.05.

We performed the training via the tensorflow Python li-380
brary (Abadi et al. 2015), using a single Nvidia RTX 4080 graph-
ics processing unit (GPU). The whole training procedure re-
quired 15 hours and 30 minutes, with a total of 70 epochs.

4.2. Metrics

To evaluate the performance of LEMON in recovering the lens385
parameters, we make use of various statistical estimators.

– Bias, defined as

µ(ŷ, y) := median(ŷ − y) , (4)

where ŷ and y are the arrays of the predicted and the true
parameter values, respectively.3 This is an indicator of the
accuracy of the prediction: higher bias values indicate a sys-390
tematic overestimation of the predictions, and vice versa for
lower bias values.

3 A single predicted value ŷi is the mean of the distribution of the N
parameter extractions p j described in Sect. 3.

– Discrepancy distribution scatter: the scatter of the discrep-
ancy distribution is obtained from the 16th and 84th per-
centiles of the discrepancy distribution via the following def- 395
initions:

σ− := median(ŷ − y) − percentile16th(ŷ − y) , (5)
σ+ := percentile84th(ŷ − y) −median(ŷ − y) . (6)

Bigger values of these metrics indicate higher scatter from
the ideal ŷ = y relation. Since they are obtained from the per-
centiles, these quantities are robust estimators of the scatter.

– Root mean square error (RMSE), defined as 400

RMSE :=

√√√
1
N

N∑
i=1

(ŷi − yi)2 , (7)

where ŷi and yi are the generic components of the ŷ and y
arrays, respectively, which have length N. This metric is a
measure of predictive power: a value of zero indicates a per-
fect fit to the true parameter values.

– Mean absolute error (MAE), defined as 405

MAE :=
1
N

N∑
i=1

|ŷi − yi| . (8)

This metric is similar, but not equivalent to RMSE. It is the
average absolute vertical distance between each point (yi, ŷi)
and the ideal ŷ = y relation.

– Normalised median absolute deviation (NMAD), defined as

NMAD := 1.48 median[|(ŷ − y) −median(ŷ − y)|] . (9)

The NMAD is roughly analogous to the standard deviation 410
(σ ≈ κMAD, where MAD is the median absolute deviation
and κ is a constant scale factor, which is approximately equal
to 1.48 for normally distributed data). An advantage of the
NMAD metric is that it is a non-parametric estimator, which
is robust to outliers. 415

– Coefficient of determination, defined as

R2 := 1 −
∑N

i=1 (ŷi − yi)2∑N
i=1 (yi − y)2 , (10)

where

y =
1
N

N∑
i=1

yi (11)

is the mean value of the true parameter over all the lenses.
This metric provides a measure of how well the parameters
are predicted by LEMON. Given a fixed parameter, if it is 420
perfectly predicted by the network, ŷi = yi for all the points
of the data set, and thus R2 = 1. A baseline network, which
always outputs the mean value of the true parameter (i.e.,
ŷi = y), will produce R2 = 0. If the network performs worse
than the baseline model (i.e., the mean of the data provides 425
a better fit than than the predicted values), the values of R2

will be negative.4

4 Notice that the coefficient of determination is not the square of a
quantity R, and therefore can also assume negative values.
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Fig. 3. Reliability plots for the parameters predicted by LEMON. Left: trends before the calibration procedure. Right: trends after the calibration
procedure.

Table 2. Rescaling factors used for the calibration procedure of each
parameter predicted by LEMON.

Parameter Scaling factor
Einstein radius REin/arcsec 0.99

Axis ratio q 0.97
Position angle p.a./deg 0.91

Lens effective radius Re, lens/arcsec 1.01
Lens Sérsic index nlens 1.07
Lens magnitude mlens 1.02

4.3. Calibration procedure

Uncertainties produced by BNNs are known to be affected by a
systematic over- or under-estimation of the confidence intervals430
(Guo et al. 2017). Therefore, a calibration procedure for the un-
certainties is required. Following Gentile et al. (2023), we imple-
ment the Platt-scaling method (Kull et al. 2017), which consists
in rescaling the predicted total uncertainty of a given parameter
by a factor s : σ → sσ, in order to match the empirical cumu-435
lative distribution function (CDF) with the CDF of a Gaussian
distribution.

To obtain the scaling factors, we first proceed by splitting the
validation set into 70% for the calibration training set and 30%
for the calibration test set. We then build the uncalibrated relia-440
bility plot, by putting on the x-axis the values extracted from the
CDF of a Gaussian distribution and on the y-axis the respective
values extracted from the actual CDF. We fit the resulting trend
with a β-function, and find the Platt-scaling factor, s, by min-
imising the difference between the β-function and the bisector445
of the reliability plot. This is done for each parameter, obtaining
the values reported in Table 2.

Figure 3 shows the uncalibrated reliability plot for each pa-
rameter in the left panel, and the calibrated reliability plot on
the right panel. We can see from the figure that the calibration450

procedure has its biggest effect on the position angle and Sérsic
index uncertainties, which were previously systematically over-
estimated and underestimated, respectively.

5. Results for the test set

In the following, we will present the results of the analysis on 455
the mock Euclid test set. In Sect. 5.1, we show the recovery of
the parameters, along with the trends for the bias and the NMAD
for each parameter. In Sect. 5.2, we analyse the behaviour of the
uncertainties for each parameter. In App. A, we show the degra-
dation in performance if one uses lenses without companions for 460
training to predict parameters of lenses with companions in the
cutouts.

5.1. Recovery of parameters for Euclid mock lenses

Figure 4 shows the recovery of the parameters of the Euclid
mock lenses for the test set, for both the mass and light pro- 465
files, with the bottom two rows of each parameter showing the
bias and NMAD metrics in sequential bins. Overall, the recovery
of the parameters for the simulated Euclid lenses of the test set
is good, as shown for example in Fig. 5, where we compare the
Einstein radius predictions for a random selection of 20 test set 470
lenses with the corresponding ground truth.

The Einstein radius is recovered well up to values of 2 .′′0,
where the metrics start to diverge, due to a skewed prior to-
wards zero for the Einstein radius parameter, as we can see from
Fig. 4a, where we observe a sharp decrease in the bias and a 475
corresponding increase in NMAD values. The axis ratio is well
recovered over all the range of the parameter, with a practically
constant scatter, as shown by the NMAD in Fig. 4b. The posi-
tion angle is also well recovered, but it shows the typical loss
of recovery around p.a. = 0◦ and p.a. = 180◦, shown as a di- 480
vergence of the bias from the expected null value and an in-
crease in NMAD values around the edges, due to the fact that
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Fig. 4. Recovery plot of the parameters of Euclid mock lenses, showing how well the predicted model parameters from LEMON (y coordinate)
reproduce the corresponding true value (x coordinate), for each lens of the test set (blue points). The ideal recovery line is shown as a dashed black
line. The median trend of the scatter plots, along with the respective scatters associated with the 16th and 84th percentiles, are shown as red points
and bars, respectively. For each panel, we also report the respective cumulative metrics. The bottom two rows of each parameter show the bias
and the NMAD, respectively, as defined in Sect. 4.2, as a function of the true value of the parameters estimated by LEMON. For clarity, we have
plotted only 2000 random points from the test set.

these two values are degenerate and the network cannot distin-
guish between the two configurations. The effective radius shows
the same behaviour as the Einstein radius, being slightly under-485
estimated at values of Re ≳ 0 .′′50. This is also expected from
the skewed prior for the effective radius parameter. It should be
noted from Fig. 4d, however, that the lowest bias value is around
−0 .′′06, which is negligible. The worst recovered parameter is
the Sérsic index, which shows the lowest value of the coefficient490
of determination, R2 = 0.70, and a very large scatter, which in-
creases for an increasing value of nlens. The median trend also
shows a deviation from the linear trend for high values of the
Sérsic index, as shown from the bias trend in Fig. 4e. This is
however in agreement with GALNET, a CNN that has shown re-495
markable abilities in recovering the light parameters of simulated

and real KiDS galaxies5 (Li et al. 2022). There is finally a con-
stant slight overprediction for the magnitude, of order µ ≃ 10−2,
which increases for brighter lenses (mlens ≲ 18). This can be seen
as a sharp increase in the bias in Fig. 4f, with a corresponding in- 500
crease in the NMAD value. This effect is most likely due to the
very high difference between the flux of the lens and the flux of
the source images, not allowing the network to find the correct
magnitude.
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Fig. 5. Random selection of 20 10′′ × 10′′ cutouts of simulated lenses taken from the test set. Red circles show the best predictions for the Einstein
radius from LEMON, with corresponding 16th and 84th percentiles shown with dashed red circles. Yellow circles show the true values for the
Einstein radii. Predictions and true values are very similar, so in some cases the corresponding circles completely overlap.

5.2. Behaviour of LEMON uncertainties505

Figure 6 shows the trends for the calibrated total relative uncer-
tainties for all predicted parameters (except for the magnitude,
where we consider the absolute uncertainty, given that it is intrin-
sically a logarithmic quantity). From the figure, we can see that
the scatter on the Einstein radius relative uncertainty increases at510
low radius values. This is probably an effect related to the fact
that arcs and rings in strong lenses with smaller Einstein radii be-
come embedded in the lens light, and thus the recovery becomes
more uncertain. Other sources of uncertainty include the finite
source size and, to a lesser extent, the PSF smearing. Regarding515
the axis ratio, the scatter increases for low q values. Checking
the absolute uncertainty shows that the error is constant, thus this
effect is mainly due to the fact that the denominator in the def-
inition of relative uncertainty is approaching zero. Overall, the
uncertainty on this parameter is consistently low. The same can520
be said for the position angle, except for values around p.a. = 0◦

5 The algorithm makes use of the local PSF to enhance the predicting
abilities of the network, but does not offer insights on the uncertainty
associated to the predictions.

and p.a. = 180, due to the degeneracy explained in Sect. 5.1. The
trends for the lens effective radius is similar to the one for the
Einstein radius, probably due to resolution, pixel scale, and PSF
effects at low radii, other than S/N and magnitude, given the cor- 525
relation of the effective radius with the latter. The scatter of the
Sérsic index is systematically high for all values of nlens, proba-
bly due to low S/N lowering the precision of LEMON in recov-
ering this parameter. The relative uncertainty for this parameter,
however, mainly remains below 40%. Finally, for both low and 530
high values of lens magnitude, we find that the relative uncer-
tainty increases, with a higher increase for fainter lenses. This
can be explained by the fact that, for low values of magnitude,
the lens is too bright and the exact value of magnitude can be-
come difficult to estimate. For high values of magnitude, instead, 535
the lens is too faint, and features become difficult to recognise.

We also verified whether the uncertainty on the parameters
changes as a function of both S/N and number of companions in
the test set images. For the S/N, we use the parameter npix, source,
which gives the number of pixels in the lensed source image 540
above 4σ. Results show that the uncertainty for the Einstein
radius slightly decreases with an increasing value of npix, source,
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Fig. 6. Calibrated relative uncertainty as a function of the true value of the lens parameters. For the position angle and lens magnitude, we consider
the absolute uncertainty. For clarity, we plotted only 2000 random points. The median trends of the scatter plots, along with the respective scatters
associated with the 16th and 84th percentiles, are shown as red points and bars, respectively.

while the uncertainties for all the other parameters slightly in-
crease. There is, instead, no correlation between uncertainty and
number of companions in the images.545

The behaviour of the aleatoric and epistemic relative uncer-
tainties associated to the test set is shown in Fig. 7, where the es-
timated uncertainties of both types are plotted for each lens as a
function of the true values of the respective parameters. From the
figure, we see that the epistemic uncertainties are systematically550
lower than the corresponding aleatoric uncertainties. This is the
expected behaviour: if the training set correctly spans all the pa-
rameter space, the epistemic uncertainties should be as close to
zero as possible.

6. Results for real lenses555

6.1. LEMON applied to Euclidised lenses

We now apply LEMON to a sub-sample of real Euclidised lenses
described in Sect. 2.2. This sub-sample is formed by four differ-
ent main catalogues, from which the ground truth values have
been taken (where available).560

– A sample of 29 Sloan Lens Advanced Camera for Sur-
veys (SLACS) catalogue systems, described in Bolton et al.
(2008) and Auger et al. (2009).

– The sample of 13 early-type/early-type lens systems (EELs)
presented in Oldham et al. (2017).565

– A sample of five lenses found in the COSMOS survey (Scov-
ille et al. 2007), detailed in Faure et al. (2008).

– A sample of 13 lenses taken from those found by visually in-
specting the whole imaging data taken with the ACS through
the F814W filter up to the 31st of August 2011 (Pawase et al. 570
2014). Notice that the Einstein radius for these lenses is not
reported, and as such we used the radius of the arc (in arc-
seconds) as a substitute.

All of the Euclidised lenses used in this work have been spec-
troscopically confirmed. The recovery plot for these lenses is 575
shown in Fig. 8, while the cumulative metrics for each param-
eter are reported in Table 3. A panel with some of the lenses
from each catalogue is shown in Fig. 9.

From the table, we can see that the recovery of the Einstein
radius shows a systematic overestimation of the parameter, with 580
a cumulative bias of µ = 0 .′′17. A reason for this bias could be
the fact that many of these lenses are asymmetric, with the coun-
terimage not visible, or a low S/N for the arcs, as can be seen in
some of the lenses presented in Fig. 9. Both of these effects are
a result of the Euclidization procedure, which employs a worse 585
PSF and pixel scale with respect to HST. As a result, a faint arc
or a counterimage could become invisible due to the degradation
of the image. Axis ratio and position angle are recovered with
discrete accuracy, showing values of cumulative bias equal to
µ = 0.02 and µ = −1.93, respectively. The recovery of the effec- 590
tive radius is good, having a slight bias of 0 .′′19 and an NMAD
of 0 .′′23. Finally, due to a low number of points available for the
Sérsic index parameter, we cannot draw any relevant conclusions
on its recovery.
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Fig. 7. Trends of aleatoric (blue) and epistemic (orange) relative uncertainties as a function of the true value of the lens parameters. For the position
angle and lens magnitude, we consider the absolute uncertainties. For clarity, we plotted only 2000 random points from the test set.

Table 3. Cumulative metrics associated to the recovery of the parameters of the Euclidised lenses.

Metrics REin (arcsec) q p.a. (◦) Re, lens (arcsec) nlens
Bias (µ) 0.17 (0.14) 0.02 (0.01) −1.93 (−2.36) 0.19 (0.22) 0.47 (0.96)
Lower discr. scatter (σ−) 0.19 (0.12) 0.10 (0.08) 11.18 (11.01) 0.51 (0.53) 1.30 (1.48)
Upper discr. scatter (σ+) 0.39 (0.24) 0.10 (0.12) 12.77 (9.60) 0.13 (0.11) 2.57 (2.52)
RMSE 0.63 (0.48) 0.11 (0.11) 32.47 (26.51) 0.38 (0.39) 1.94 (2.13)
MAE 0.42 (0.30) 0.09 (0.08) 18.10 (13.55) 0.32 (0.32) 1.46 (1.63)
NMAD 0.23 (0.14) 0.11 (0.11) 9.11 (10.13) 0.23 (0.22) 1.54 (2.06)
Coefficient of determination (R2) −0.03 (0.91) 0.51 (0.76) 0.57 (0.98) 0.49 (0.53) −0.16 (−0.02)

Notes. Values in parentheses correspond to the values of the cumulative metrics on the subset of lenses with predicted low uncertainty on the
Einstein radius (σREin ≤ 0.5′′).

In order to try and reduce the noise induced on the cumu-595
lative metrics by lenses with low S/N, we re-evaluated them by
removing all lenses having predicted uncertainty on the Einstein
radius bigger than 0 .′′5. Results are shown in the parentheses of
Table 3. We can see that the metrics of Einstein radius, axis ratio,
and position angle improve substantially, with the values of R2600
reaching values of up to 0.98 for the latter. There is, however, no
improvement on the metrics of the other parameters. When we
remove uncertain effective radii or Sérsic indices, though, the
statistical indicators for these parameters do not improve signif-
icantly.605

To analyse the behaviour of LEMON with respect to the Eu-
clidised lenses, we first evaluated both the aleatoric and epis-
temic components of the uncertainties for these lenses, obtaining
values of epistemic uncertainties much lower than the aleatoric

ones (e.g., the maximum epistemic uncertainty for the Ein- 610
stein radius is at most 0 .′′25, while the corresponding maximum
aleatoric uncertainty is 1 .′′35), in agreement with the results for
the test set. These values, however, are much higher than the
components of the uncertainties for the test set (e.g., the max-
imum aleatoric uncertainty for the Einstein radius for the test 615
set is 0 .′′20, which is of the order of the maximum epistemic
uncertainty for the Euclidised lenses set). This means that the
Euclidised lenses exhibit more noise than the mock Euclid ones,
with features that often get lost in the resolution reduction pro-
cedure, and as such we expect a loss of performance on these 620
lenses.

We also checked the distribution of the Einstein and effec-
tive radii as a function of the lens redshifts, as can be seen in
Fig. 10. From these, we can see that the parameters for the Eu-
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Fig. 8. Recovery plot for the parameters of the Euclidised lenses, showing how well the predicted model parameters from LEMON (y coordinate)
reproduce the corresponding true value (x coordinate), for each lens. The ideal recovery line is shown as a dashed black line. The SLACS and ACS
best values for the Sérsic indexes are evaluated as the median of the predictions against the value for a De Vaucouleurs profile (nlens = 4), with
uncertainty given by the NMAD of the predictions. Lenses in panel (d) with true values bigger than 2′′ have been removed due to being outside
the training space of LEMON.

clidised lenses are often on the edge of the training-set distribu-625
tion, if not completely outside it. This could influence negatively
the recovery of these parameters, given that the network is not
trained to recognise this region of the parameter space. In par-
ticular, in panel (d) of Fig. 8, we removed lenses with true effec-
tive radii larger than 2′′, since they fall outside the training sam-630
ple of LEMON, thus making their predicted values unreliable
extrapolations. Furthermore, the true estimates of the effective
radii cannot always be compared homogeneously with the pre-
dictions, as SLACS and ACS lenses are modelled with a fixed
De Vaucouleurs profile (i.e., nlens = 4), while LEMON considers635
Sérsic profiles with variable values of nlens. Additionally, the fit-
ting process should ideally remove the arc to obtain an accurate
estimate; otherwise, the Sérsic fit may overestimate the radius
due to bumps in the surface brightness profile. In future works,
we will expand the distribution of the training set to cover more640
of the parameter space, and check if the recovery of these pa-
rameters improves.

6.2. LEMON applied to real Euclid ERO lenses

We also applied LEMON to real Euclid lenses found in the
Perseus ERO field and modelled in Acevedo Barroso et al.645
(2024). The modelling has been performed with the pronto soft-
ware (Vegetti & Koopmans 2009; Rybak et al. 2015a,b; Rizzo
et al. 2018; Ritondale et al. 2019; Powell et al. 2021), with the

lens mass distribution modelled by an SIE and the light dis-
tribution modelled as a composite of three Sérsic profiles. The 650
surface brightness distribution of the source is reconstructed us-
ing a pixelated, free-form approach. Regularisation is applied to
penalise large gradients in the reconstructed source brightness.
The parameters for the lens mass and light profiles are optimised
nonlinearly using the MultiNest algorithm (Feroz et al. 2009). 655
The positions of assumed lens images are provided as inputs,
with models constrained to ensure that these positions align in
the source plane with a tolerance of 1′′. Each model is checked
against three criteria: the presence of an SIE critical curve con-
sistent with observed lens image; the alignment of the critical 660
curve with the lens galaxy’s light profile; and finally, the consis-
tency of the reconstructed source with a compact object inside a
caustic.

From all the lenses found in the field, we considered the ones
that have a convincing model (identified as ‘valid’ in the ‘mod- 665
elling’ column of table 2 in Acevedo Barroso et al. 2024), and
for which the value of the Einstein radius is available. An im-
age of these lenses is shown in Fig. 11. The recovery plot as-
sociated to these lenses is shown in Fig. 12. From the figure,
we can see that the recovery of the Einstein radius is within 1σ 670
from the ideal equality line for all lenses, except for the lens
J031959+414229. Overall, the recovery of the parameter is suf-
ficiently accurate for real Euclid lenses. It is remarkable that the
lens J031749+420011 is recovered correctly, albeit with a large
uncertainty, due to the fact that there is a very bright star present 675
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Fig. 9. Random selection of 20 10′′ × 10′′ cutouts of Euclidised lenses taken from the SLACS, EEL, COSMOS, and ACS subsamples. Red circles
show the best predictions for the Einstein radius from LEMON, with corresponding 16th and 84th percentiles shown with dashed red circles.
Yellow circles show the values for the Einstein radii reported in Bolton et al. (2008), Oldham et al. (2017), Faure et al. (2008), and Pawase et al.
(2014), respectively. For ACS lenses, the radius of the arc is taken instead, due to lack of Einstein radius measurement.
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the training set, while coloured points show the position of the Euclidised lenses.
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J031749+420011 J031953+415746 J031741+412702 J031715+414057 J031959+414229

Fig. 11. 10′′ × 10′′ cutouts of the five Euclid gravitational lenses found in the Perseus ERO field and modelled in Acevedo Barroso et al. (2024).
Top row: unedited cutouts centred on the lenses. Bottom row: the same cutouts, with the predicted Einstein radius (red circles, with dashed circles
showing the uncertainty bands) and the value obtained from the classical modelling (yellow circle) superimposed on them.
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Fig. 12. Same as Fig. 8, but for the Euclid lenses found in the Perseus
ERO field.

in the cutout, which increases both the aleatoric uncertainty and
the epistemic uncertainty, the former due to low visibility of the
lens and the latter due to not having trained LEMON with stars
as contaminants in the image.

6.3. LEMON applied to real Euclid Q1 lenses680

We have finally applied LEMON to the sample of strong lens
images found by the strong lensing discovery engine in the Eu-
clid Quick Release 1 (Q1) data (Euclid Collaboration: Walmsley
et al. 2025). Through an initial scan of the Q1 galaxy catalogues
with machine-learning models, followed by citizen science in-685
spection, expert vetting, and system-by-system modelling, Eu-
clid Collaboration: Walmsley et al. (2025) has collected 500
strong lens candidates, divided in Grade A (246) and B (254)
lens candidates after the expert vetting scoring. We complement
these data with 38 Grade A and 40 Grade B candidates found690

Table 4. Same as Table 3, but for the Euclid lenses found in the Q1
fields.

Metrics REin/arcsec
Bias (µ) 0.05
Lower discr. scatter (σ−) 0.09
Upper discr. scatter (σ+) 0.22
RMSE 0.36
MAE 0.20
NMAD 0.14
Coefficient of determination (R2) 0.49

after the expert visual classification performed on high-velocity
dispersion galaxies in Euclid Collaboration: Rojas et al. (2025).

The strong lenses in Euclid Collaboration: Walmsley et al.
(2025); Euclid Collaboration: Rojas et al. (2025) have been
modelled via PyAutoLens, which is the standard algorithm for 695
lens modelling in Euclid6 (Nightingale & Dye 2015; Nightin-
gale et al. 2018, 2021b). PyAutoLens is an open-source Python
package for strong gravitational lensing, which includes both
fully automated strong lens modelling of galaxies and galaxy
clusters, and tools for simulating samples of strong lenses. In 700
this work, PyAutoLens employs an SIE mass model, consistent
with the model used to train LEMON.

We predicted the Einstein radii of 292 expert-vetted Grade
A and B lenses of the first sample and 54 lenses of the second
sample, chosen such that the classical modelling of the Einstein 705
radius is successful, achieving a good agreement with the predic-
tions obtained via PyAutoLens, as shown in Fig. 13. The met-
rics, presented in Table 4, indicate a sufficiently good recovery,
with an R2 value of 0.49. The bias and NMAD are both very low,
respectively 0 .′′05 and 0 .′′14, showing only a slight skew towards 710
higher values with respect to the predictions of PyAutoLens, in-
dicated by the value of σ+ = 0 .′′22. Overall, these results show
that LEMON is a robust estimator of the Einstein radius for real
Euclid lenses.

6 https://github.com/Jammy2211/PyAutoLens
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Fig. 13. Same as Figs. 8 and 12, but for the Euclid lenses found in the
Q1 fields.

7. Speed-up of traditional methods due to LEMON715

One possible use of LEMON in the context of strong lensing
applications within Euclid, beside fast modelling of strong grav-
itational lenses, is to speed-up the modelling of strong gravita-
tional lenses by giving traditional lens modelling methods initial
starting points from which to start the search.720

To perform lens modelling, PyAutoLens adopts the Python
library PyAutoFit7(Nightingale et al. 2021a). The standard
modelling pipeline uses nested-sampling algorithms, such as
nautilus (Lange 2023), for Bayesian inference of the lens
model. To efficiently use the information from LEMON,725
PyAutoLens can use a gradient ascent optimiser, which fully
exploits the information from the initial starting point (Amorisco
et al. 2022). The lens light and source galaxy during lens mod-
elling are modelled using a Multi-Gaussian expansion (MGE)
technique (see He et al. 2024), independent of any information730
provided by LEMON, most notably meaning that, when using
the gradient ascent optimiser, the centre of the source galaxy uses
an initial starting point at (0′′, 0′′).

To assess the speed gain in doing so, we considered 20 ran-
dom lenses from the test sample of Euclid mock lenses, and first735
modelled them through PyAutoLens with the standard mod-
elling pipeline. The modelling took approximately 25 000 likeli-
hood evaluations, which amount to around 7 h on a single CPU.
A total of 19 out of 20 fits successfully recover the input Einstein
radius and other parameters, demonstrating the reliability of the740
PyAutoLens standard modelling pipeline. However, in one case,
the fit is biased due to additional line-of-sight emission from a
galaxy not associated with the strong lens (a future iteration of
the PyAutoLens pipeline will include modelling emission from
line-of-sight galaxies).745

We use PyAutoLens with the gradient ascent optimiser, by
modelling the lenses with LEMON and then using the obtained
best values as starting point for the optimiser. The fits take about
1000 likelihood evaluations, which amounts to around 0.27 h on
a single CPU, which is a substantial gain over the standard mod-750
elling pipeline. The majority of the fits are good, except for three
of the lenses, which return a wrong lens model with respect to
the standard modelling. The cause of this is the fact that LEMON
does not provide a source centre, so the starting point for it is

7 https://github.com/rhayes777/PyAutoFit

(0′′, 0′′). This implies that the maximum likelihood estimator 755
could shoot off in the wrong direction due to the wrong starting
point for the source centre, and give a wrong model estimation.
If an estimate of the source centre is available, the faster com-
bination of LEMON initial starting point plus gradient ascent
algorithm works in all cases, and is 26 times faster than the stan- 760
dard modelling pipeline on simulations. This speed-up of mod-
elling is consistent with results from Pearson et al. (2021), where
a BNN was used to predict gravitational lens parameters, which
are then given to PyAutoLens as priors. In their case, the combi-
nation of BNN and PyAutoLens increased the modelling speed 765
by a mean factor of 1.73. It should be noted, however, that in our
case the standard modelling method is not a Markov chain Monte
Carlo with priors set by a BNN like in Pearson et al. (2021), and
as such, the speed-up factor in our case can be bigger due to
the use of a simpler algorithm. This is an optimistic estimate of 770
the speed-up however, given that on real images the predictions
from LEMON will be worse than on simulated lenses. In future
iterations of LEMON, we aim to also predict the source centre,
so that this new approach can be fully implemented. We also
plan to implement error estimation on the lens model param- 775
eters predicted by PyAutoLens, which are currently not com-
puted with the gradient-ascent method. This can be achieved in
different ways, for example by using Hessian matrix estimation
or the Fisher information matrix. Investigating these approaches
is, however, beyond the scope of this paper. 780

Finally, to assess whether the optimiser approach needs
LEMON in order to correctly model gravitational lenses, we re-
peated the test by using random starting points for the optimiser.
Results show that, with random initialisations, PyAutoLens is
unable to successfully recover a correct lens model fit for any 785
of the lenses. Thus, the robust initial starting points provided by
LEMON prove to be required in order for PyAutoLens to be
sped up by using the gradient ascent optimiser instead of the
nested sampling algorithm.

An important benefit of combining LEMON and 790
PyAutoLens lies in their ability to complement each other’s
limitations. For instance, the standard PyAutoLens modelling
pipeline inferred an incorrect lens model for one system due
to misinterpreting additional line-of-sight emission from an
unrelated interloper galaxy as part of the lensed source. By using 795
LEMON as a starting point, the initial solution was already
aligned with the strong lens, allowing PyAutoLens to refine the
model through gradient ascent without being misled by inter-
loper emission. Running independent fits with both the standard
PyAutoLens pipeline and the combined LEMON-PyAutoLens 800
approach for the same lens, and selecting the best-fit model
from the two therefore provides a viable strategy to minimise
failure rates in lens modelling.

8. Conclusions

In this work, we expand the lens modelling machine-learning 805
algorithm LEMON (Gentile et al. 2023) by predicting both the
mass and the light of the foreground deflector of Euclid galaxy-
galaxy gravitational lenses. The former is modelled as an SIE
without external shear, while the latter is a single Sérsic profile.
We used mock Euclid lenses with contaminants in the image for 810
both training and testing of the architecture. The main results are
as follows.

– All parameters of the test set are recovered correctly, with
very low values of bias and scatter. The parameter that is re-
covered worst is the Sérsic index, which shows a large scatter 815
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and a deviation from the linear trend for high values of the
Sérsic index. This suggests that LEMON is able to recover
the mass and light parameters for the lens even in the pres-
ence of companions contaminating the image.

– The epistemic uncertainties are systematically lower than the820
aleatoric uncertainties, which is consistent with a training set
that correctly spanned the parameter space.

– Applied to a selection of Euclidised HST images, LEMON
manages to recover Einstein radius, axis ratio, position angle,
and lens effective radius of the lens, while we cannot reach825
any conclusion on the Sérsic index due to low statistics. As
expected, in general results are worse than those obtained
from the test set, given that Euclidised lenses have a much
worse S/N than the simulated lenses, and may not be simi-
lar to the simulations used to train the network, as shown in830
Fig. 10. It should also be noted that both SLACS and ACS
lenses have been modelled by assuming a De Vaucouleurs
light profile, while LEMON assumes a Sérsic profile with
variable values for the Sérsic index, and as such the associ-
ated true values for the lens effective radius cannot be com-835
pared homogeneously with the LEMON predictions. More-
over, a number of lenses have effective radii bigger than 2′′,
which is the upper limit of the respective training sample for
LEMON, and as such their predictions are unreliable extrap-
olations, and have not been reported. In the future, we will840
expand the training sample to include lenses with effective
radii bigger than 2′′.

– Applied to five real galaxy-galaxy Euclid gravitational lenses
observed in the Perseus ERO field and the 578 new candi-
dates in the Q1 data (Acevedo Barroso et al. 2024; Euclid845
Collaboration: Walmsley et al. 2025; Euclid Collaboration:
Rojas et al. 2025), for which the value of the Einstein ra-
dius is available thanks to classical modelling, we obtain an
accurate recovery of the parameter for all lenses.

– By using the predictions of LEMON as starting points for850
PyAutoLens, it is possible to speed up the algorithm by
up to 26 times compared to the standard Euclid modelling
pipeline. This would not be possible without the initial
LEMON guesses, because the gradient-ascent optimiser with
random initialisations does not produce valid model results855
for all lenses.

In future works, we plan to further advance the LEMON ar-
chitecture, by predicting the parameters of more general lens
mass models, such as the power-law model. We also plan on
enhancing the prediction of certain parameters by deblending860
the gravitational lens image in lens-only and source-only images
(Zhong et al. 2024), and train LEMON separately on the two
components. We will also test in more detail the recovery of the
lens light parameters, predicting values of effective radius and
Sérsic index of real Euclid data, when they will become avail-865
able. Finally, we will try to upgrade LEMON to also predict the
parameters of the source, especially its position, given its useful-
ness in enhancing the performance of the Euclid standard mod-
elling pipeline.

Q1 data are now public, with DR1 data around the corner.870
We are therefore preparing to process the enormous amount of
upcoming data, and have started applying LEMON to newly dis-
covered strong lenses from the Q1 data release. Results confirm
that LEMON is a robust and fast lens modelling tool for Euclid.
This will enable the generation of models for the approximately875
100 000 expected Euclid lenses in a remarkably short time.

By applying LEMON and PyAutoLens to Euclid gravita-
tional lenses, we will determine the total mass within the Ein-
stein radius, or extrapolated to the effective radius, when lens and

source redshifts are available. Combining this with stellar mass 880
estimates from SED fitting (Euclid Collaboration: Enia et al.
2025), we will derive dark matter fractions. We will also provide
constraints on the mass density slope and initial mass function.
With such a vast statistical lens sample, we will be able to inves-
tigate the evolution of these properties in unprecedented detail, 885
as well as the scaling relations which relate them as a function of
redshift (Koopmans et al. 2006; Gavazzi et al. 2007; Bolton et al.
2008; Auger et al. 2010; Tortora et al. 2010, 2014, 2018, 2019;
Sonnenfeld et al. 2013, 2015, 2017; O’Riordan et al. 2025). By
comparing these scaling relations with predictions from cosmo- 890
logical simulations, we will be able to constrain cosmological
parameters and physical processes in galaxies (Mukherjee et al.
2018, 2021, 2022; Busillo et al. 2023, 2025; Tortora et al. 2025).

Acknowledgements. VB and CT acknowledge the INAF grant 2022 LEMON.
LL thanks the support from INAF theory Grant 2022: Illuminating Dark Mat- 895
ter using Weak Lensing by Cluster Satellites. This research uses observations
made with the NASA/ESA Hubble Space Telescope obtained from the Space
Telescope Science Institute, which is operated by the Association of Univer-
sities for Research in Astronomy, Inc., under NASA contract NAS 5–26555.
This work has made use of the Early Release Observations (ERO) data from 900
the Euclid mission of the European Space Agency (ESA), 2024, https://
doi.org/10.57780/esa-qmocze3. This work has made use of the Euclid
Quick Release Q1 data from the Euclid mission of the European Space Agency
(ESA), 2025, https://doi.org/10.57780/esa-2853f3b. The Euclid Con-
sortium acknowledges the European Space Agency and a number of agen- 905
cies and institutes that have supported the development of Euclid, in particu-
lar the Agenzia Spaziale Italiana, the Austrian Forschungsförderungsgesellschaft
funded through BMK, the Belgian Science Policy, the Canadian Euclid Con-
sortium, the Deutsches Zentrum für Luft- und Raumfahrt, the DTU Space and
the Niels Bohr Institute in Denmark, the French Centre National d’Etudes Spa- 910
tiales, the Fundação para a Ciência e a Tecnologia, the Hungarian Academy of
Sciences, the Ministerio de Ciencia, Innovación y Universidades, the National
Aeronautics and Space Administration, the National Astronomical Observatory
of Japan, the Netherlandse Onderzoekschool Voor Astronomie, the Norwegian
Space Agency, the Research Council of Finland, the Romanian Space Agency, 915
the State Secretariat for Education, Research, and Innovation (SERI) at the Swiss
Space Office (SSO), and the United Kingdom Space Agency. A complete and de-
tailed list is available on the Euclid web site (www.euclid-ec.org).

References
Abadi, M., Agarwal, A., Barham, P., et al. 2015, TensorFlow: Large-Scale Ma- 920

chine Learning on Heterogeneous Systems, software available from tensor-
flow.org

Acevedo Barroso, J. A., O’Riordan, C. M., Clément, B., et al. 2024, A&A, sub-
mitted, arXiv:2408.06217

Amorisco, N. C., Nightingale, J., He, Q., et al. 2022, MNRAS, 510, 2464 925
Atek, H., Gavazzi, R., Weaver, J. R., et al. 2024, arXiv:2405.13504
Auger, M. W., Treu, T., Bolton, A. S., et al. 2009, ApJ, 705, 1099
Auger, M. W., Treu, T., Bolton, A. S., et al. 2010, ApJ, 724, 511
Bolton, A. S., Burles, S., Koopmans, L. V. E., et al. 2008, ApJ, 682, 964
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Appendix A: Impact of lack of companions in
training set on LEMON performance

To further check how the completeness of the training set influ-
ences both the predictions and the uncertainties of LEMON, we1420
also trained the algorithm only on the lenses without compan-
ions. We split the lenses into 40 000 lenses for the training set,
5000 lenses for the validation set, and 5000 lenses for the test set.
We then trained LEMON with the same procedure as described
in Sect. 4.1, and then tested on a companions test set formed1425
by 5000 randomly extracted lenses from the 50 000 lenses with
companions.

The recovery from the model trained without companions in
the training set of the parameters for the companions test set is
shown in Fig. A.1. From the figure, we can see that the Einstein1430
radius is completely unrecovered, with a very strong bias to-
wards higher predicted radii (µ ≈ 1′′) and a very low value of the
coefficient of determination, R2 = −14.81, indicating a poor fit.
This suggests that the presence of companions heavily affects the
recovery of the Einstein radius, potentially because the contam-1435
inants are confused with arc features, or because gravitational
effects from the companions alter the lensing characteristics of
the images, or both. The axis ratio shows a slightly positive value
of R2, and a systematic underestimate of the predictions, as seen
from the metrics, with µ = −0.08 and σ− = 0.14. This indi-1440
cates that contaminants have a slight effect on the recovery of
the lens shape, likely introducing slight distortions of the im-
age that LEMON was not trained to accommodate. The position
angle appears to be well recovered, implying that contaminants
have practically no effect on the recovery of this parameter. Al-1445
though the lens effective radius shows a near-zero mean bias,
its R2 of −0.47 and high upper scatter of σ+ = 0 .′′21 highlight
that a high scatter induced by the light of the contaminants re-
duces the model’s ability to predict the effective radius, overes-
timating systematically the size of the galaxy. The lens Sérsic1450
index shows a very large scatter, with NMAD = 1.07, reflecting
LEMON’s difficulty in recovering the light profile slope, poten-
tially due to additional sources of light in the image that confuse
the network. Finally, while the magnitude is the best recovered
parameter, with a coefficient of determination R2 = 0.77, it is1455
systematically underestimated (µ = −0.29), indicating that the
brightness of contaminants causes LEMON to interpret lenses
as brighter than they actually are.

Appendix B: Recovery of Einstein mass

As a side test, we trained LEMON to recover the Einstein mass1460
parameter, defined as the total lens mass enclosed within the
largest critical curve. This parameter is the effective total mass
responsible for the observed lensing effect.

For any axisymmetric lens model, the Einstein mass is re-
lated to the (circularised) Einstein radius via the formula1465

REin =

√
Dds

DsDd

4GMEin

c2 , (B.1)

where Dds is the source-lens distance, Dd is the distance between
the observer and the lens and Ds is the distance between the ob-
server and the source. Notice that these distances are angular di-
ameter distances, and thus depend on the redshifts of the source
and the lens. We thus expect MEin ∝ R2

Ein.1470
The recovery of the Einstein mass for the test set lenses is

shown in Fig. B.1, with the associated trends for bias and NMAD

shown in the lower two panels. From the figure, we can see
that the Einstein mass is well recovered over all the lens mass
range. It should be noted that this is not expected: given the im- 1475
plicit dependence of Eq. (B.1) from the redshifts of source and
lens, which we did not train the network to recover, the network
should have difficulty in recovering the values of Einstein mass
through the value of the Einstein radius.

We conjecture that the correct recovery could be due to the 1480
fact that the network is learning known or unknown strong cor-
relations between some lensing features and the Einstein mass
values, bypassing the need for direct inference of redshift val-
ues. Some of these features could be lensing distortion patterns
(larger Einstein masses produce more pronounced arcs), size and 1485
spread of the lensed images (larger Einstein masses produce
wider separations of the lensed images), and brightness of the
arcs (larger Einstein masses focus light more intensely, which
affects the intensity profiles of the arcs in the image). The net-
work could also be learning implicit correlations between fea- 1490
tures related to the lens redshift, such as the relative brightness
of source and lens, and the redshift of the lens itself. The network
could then use these correlations to create a Bayesian mapping
that reproduces the relation (B.1), by learning a distribution of
possible mappings between Einstein radius and Einstein mass. 1495
Thus, when making predictions, the network sees a particular
arc size that often correlates with a higher Einstein mass, and
gives a value that peaks around the higher value, with smaller
or larger uncertainty associated to how often the value of REin is
associated to a certain value of MEin in the training phase. 1500

Figure B.2 shows the recovery of the Einstein mass for the
SLACS Euclidised lenses sample, which is the only one that has
values of Einstein mass reported (Auger et al. 2009, table 4).
The recovery of the parameter shows a systematic overestima-
tion, with a mean bias of µ = 0.23. This is similar, but slightly 1505
larger, to the bias for the recovery of the Einstein radius for the
Euclidised lenses.

To further investigate the origin of this systematic effect, in
Fig. B.3 we show the correlation between the Einstein mass and
the Einstein radius. For a fixed redshift, we expect ideally a sin- 1510
gle power-law curve, corresponding to Eq. (B.1) with fixed val-
ues of Dds, Ds and Dd. For different redshifts, in log space we ex-
pect a family of curves with fixed slope and varying y-intercept,
which is what we see in the figure with the training set region.
The figure shows that the region of the training set corresponding 1515
to the minimum and maximum redshifts of the SLACS sample
aligns with the lower boundary of the training set area, where
most of the SLACS sample is concentrated. The ERO lenses
from Euclid, instead, lie fully within the training-set parameter
space, which could explain the better recovery of the Einstein 1520
radius for these lenses.
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Fig. A.1. Same as Fig. 4, but by using LEMON trained only on non companion lenses and using lenses with companions as the test set.
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Fig. B.1. Same as Fig. 4, but for the Einstein mass parameter.
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Fig. B.2. Recovery of the Einstein mass parameter for the Eu-
clidised SLACS lenses, showing how well the predicted parameter from
LEMON (y coordinate) reproduces the corresponding true value (x co-
ordinate), obtained from Auger et al. (2009).
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Fig. B.3. Einstein mass as a function of Einstein radius. Grey points
are the values for the training set, with black points corresponding to
those lenses of the training sample having values of lens redshift within
the redshift range of the SLACS sample. Orange squares are the litera-
ture parameter values for SLACS lenses, while green triangles are the
SLACS predicted values from LEMON. Blue points correspond to the
predicted values from LEMON for Euclid ERO lenses considered in
Fig. 12.
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